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Abstract

We propose a method to recover the global structure with
local details around a point. To handle a large scale
of motion i.e. 360 degree around the point, we use an
optimization-based algorithm to estimate the structure from
the panorama around the fixed camera point. The global
structure estimated can thus be used to initialize a structure
from motion algorithm to recover the local details through
simple camera motion such as panning. Synthetic as well
as real data are used to test the validity of the algorithm.
Our method can be used in applications such as authoring
of virtual environments from real scene.

1. Introduction
Structure from motion fSFMg is a well established tech-
nique to recover both the structure and motion information
from multiple views of an object. Most algorithms[4, 12]
are developed to handle the particular problem of estimating
the camera centered 3D coordinates of feature points of the
object to be investigated. However to handle the problem of
correspondences among all frames, almost all of the algo-
rithms adopt a continuous frames approach which assuming
little camera motion is applied to the object. By doing this,
it is guaranteed that the feature points could be consistently
located throughout the sequence. The drawback is that the
structure recovered is limited to local region i.e. part of the
object only. To recover a structure with greater coverage
such as a building interior, much human effort is needed
with the SFM technique.

In this paper, we propose a method to handle the par-
ticular problem of recovering both the global structure and
the local details around a point. To handle the large range
of motion involved i.e. 360 degree around the point, we
propose an optimization-based algorithm to estimate the
structure from the panorama around the camera point. The
global structure estimated can thus be used to initialize a
structure from motion algorithm which recovers the local
details through simple camera motion such as panning.

To recover the structure within the panorama, we pro-
pose a modified line drawing interpretation algorithm which
is originally proposed by Marill [7]. For the local details es-
timation, we used the factorization algorithm by Tomasi and
Kanade [12]. The resulting algorithm thus have the benefits
of large scale recovery with accurate small details estima-
tion.
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2. Background
3D model acquisition is a fast developing field which at-
tracts much interests recently [6, 8]. Usually the model to
be acquired is placed in a controlled environment and ac-
tive sensing methods are employed to extract the surface of
the object examined. Registration is also needed so that a
complete model can be recovered due to the limitation that
only a partial surface is extracted at each scan [8]. For those
models that are of greater sizes, active sensing such as laser
range finder may not be optimal.

Recently researchers started to investigate the possibility
of using panorama in model recovery [3, 9, 10]. By us-
ing cylindrical panorama obtained at different locations and
using the 8-point structure from motion algorithm together
with multi-base line stereo, [4] reconstructed the depth map
from a large field of view. By incorporating human inter-
vention, [9] described a technique to perform the 3D recon-
struction from cylindrical panorama. Our proposed method
also shared the same inspiration of 3D reconstruction from
panorama with the difference that only a single panorama is
needed. [6] proposed a method to decouple the non-metric
component of the homography matrix and recovering the in-
trinsic parameters as well as planar structures from a single
view. By utilizing the physical constraints such as planarity
and perpendicularity and parallellism, Sturm [10] proposed
an algorithm to perform reconstruction from a parabolic
mirror based omnidirectional camera. Our algorithm also
share the same idea of human input with that of Sturm [10]
but with the difference that our approach need only the input
of planarity i.e. reconstruction can be performed without
the parallelism and other constraints.

3. Theory
Our system consists of two stages: Global structure recov-
ery and local details estimation. In global structure re-
covery, a panorama around the scene is first constructed.
Panorama stitching from series of perspective images is
a well established technique [2, 11] and can be achieved
through various commercial packages. A small set of con-
nected straight line features inside the panorama are then
identified. The extraction of line features can be achieved
through image processing techniques or manual effort. The
set of line features is then passed to an optimization based
algorithm which reconstructs a 3D model of the scene. For
those parts in the scene where more irregular, complicated
surfaces are found, a sequence of images are taken further
about that part and traditional SFM algorithm is applied.
More accurate estimate of the details in that region can thus
be made. The model obtained from the previous stage can
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Figure 1: Projection of a model on to a unit cylinder form-
ing a panorama.

be used here as the initialization for the SFM algorithm.

3.1 Global Reconstruction
Marill [7] presented a simple but effective algorithm to re-
cover the 3D model from a 2D line drawing. The algorithm
works by associating a depth value with each vertex in the
drawing. For N vertices in the drawing, the depth values
form a N vector. The initial value of the depth for all points
in the line drawing will be zero since they are currently on
the same plane.

Each vertex in the drawing would have its own connec-
tions to other vertices in the drawing, forming a line each.
For a vertex having more than one vertex connected to it,
each line pair would produce an angle. Marill observed that
for a physically valid object, the standard deviation of these
angles std�ang� should be at a minimum. The cost function
which describe a valid 3D model is thus
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By adjusting the depth values for different vertex so that the
resulting cost function is a minimum, a 3Dmodel represent-
ing the 2D line drawing can be obtained.

The algorithm works under the assumption that the re-
covered model composed of planar surface. The planarity
constraint which is developed by Leclerc and Fischler [5]
should also be considered. To implement the planarity
constraint, the vertices that forming a face in the resultant
model need be specified. Suppose n is the number of sides
in the polygon and �i be the angle at the ith vertex, and lj is
the jth line of the polygon. The planarity of the estimated
model can be enforced by adding the following two terms
in the objective function:
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In the above, �� corresponds to the interior angle restriction
of a convex polygon. �� represents the torsion factor in a
concave polygon.

The resulting objective function is therefore given by

obj � ��� � ��� � ���� (4)

where �� �, and� are weighting constants.
The algorithm proposed by Marill handles only the sit-

uation of perspective view. In our application which is to
recover the structure around a point in space, a panorama
i.e. a cylindrical projection of a scene is obtained. The sit-
uation is shown in fig. 1. In the figure, all vertices of the
original model are projected on the unit cylinder i.e. the
panorama. Note that we can still recover the original 3D
model by converting the normalized cylindrical coordinates
into Cartesian counterpart, and mulitplying each vertex by
its corresponding depth values. The problem of recovery
is thus casted as finding the depth vector i.e. N depth val-
ues of the vertices, of the scene. The problem domain is
now different from that of Marill as the situation is now in
a cylindrical system.

We propose a modified version of Marill’s algorithm to
determine the depth vector of the scene. Firstly feature
points which corresponding to the corners of the planes in-
side the scene together with their connectivity are deter-
mined. The data are then passed to the algorithm below
to estimate the structure.

Input :

� N feature points in cylindrical coordinates ��� �i� hi�
where �i is the panning angle of point i and hi is the
vertical coordinate of point i in the panorama, and i �
� � � �N .

� Depth vector D of dimension N , initialized to 1 for all
elements Di.

� stepSize initialized to ����

Algorithm to recover the depth vector from the
panorama
1. Calculate the current objective function

value c.f. eq.�, of the structure in
unit cylinder projection together with
planarity constraint applied.

2. for scale � � � � � ScaleMax

repeat forever

for each line in the drawing
– compute new objective
(cost) function value for
D�i� � D�i� � stepSize

scale
, and

D�j� � D�j� � stepSize

scale
where i

and j are the index of points
connecting the selected line,

– restore D�i� and D�j� to their
original values.

for each point i in the drawing

– compute new cost value for
D�i� � D�i�� stepSize

scale
,

– restore D�i� to its original
value.

Pick the minimal cost.
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if the minimum is smaller than
the current function value,

make the corresponding
changes and set the current
cost as minimum.

else
no improvement can be made,
so break from repeat loop

end repeat

end scale
Note that we ’expand’ (add step size to the feature

points) two vertices at a time whereas only ’contract’ (sub-
tract step size from the current radius) one vertex in the
same iteration. The reason is that as we are now performing
the model estimation in a radial fashion, any expansion of
vertex away from the center will induce lesser changes in
the resultant SDA than that of contraction counterpart.

3.2 Local Reconstruction
Various established techniques are available for estimating
the structures from a set of feature points tracked through-
out a number of images of the same object. In this project,
we used the factorization method [12] developed by Tomasi
and Kanade due to its robustness and non-iterative nature.
As the factorization method is now a well established tech-
nique, we suggest the interested readers to refer to [12] for
the implementation details.

4 Results & Discussion
Both synthetic and real image data are used to confirm the
validity of our algorithm. The first data set consists of a
gazebo placed at the one of the ends of a cross shaped cor-
ridor. The gazebo is a public domain model of 750 vertices
with 1246 polygons. A perspective view of the model is
shown in fig 2). The panoramic view of the scene is also
shown in the same figure. To handle the reconstruction,
firstly the background i.e. the cross shaped corridor is esti-
mated by applying the global scene recovery process. The
2D panoramic coordinates of the vertices as well as the con-
nectivity are passed to the global recovery algorithm. The
recovered model is shown in fig. 2. In local structure recov-
ery, a set of tracked feature points is required. This is han-
dled by first obtaining a panning sequence about the object,
which is the gazebo in this data set. We created a panning
sequence of horizontal motion about the gazebo and use the
projected vertices coordinates as the input to the factoriza-
tion algorithm. The reconstructed gazebo – only the face
towards the camera, is shown in fig. 2.

Real image data presents a challenge to the application
of our algorithm. Our algorithm is suitable for estimating
the structure of a building interior and we test our algo-
rithm with real images of an existing building. A laboratory
scene is also used to test our algorithm for real image data.
A scene showing a miniatured corridor of L-shape is con-
structed with a protrudingfeature placed on one of the sides.
The protruding feature is actually a box stacked on another
of bigger size. We use a simple web-cam for images capture
and mount the camera on a turn table to take a series of 25
images at the center of the scene. The perspective images
are then input to a commercial panorama stitching program
and the resulting panorama is shown in fig. 3.

Figure 2: A synthetic scene of a corridor in a cross shape
with a gazebo placed at one of the end of corridor and
estimation result. Top left : A perspective view of the
gazebo, top right: The original corridor model, middle : The
panorama of the scene. The observation point i.e. the posi-
tion of the camera is at the middle of the cross, i.e. center.
bottom left : Estimated corridor, and bottom right: Recov-
ered gazebo surface from the panning sequence.

For global structure estimation, the vertices together with
their interconnection need be identified first. For real im-
ages data, a number of image processing techniques can be
applied. For example, by applying some corner detectors to
a blurred version of the panorama together with edge detec-
tion can somewhat automate the process. In our experiment,
we manually locate the corners as well as connectivity due
to the relatively small number of vertices, which is only 12.

The panning angles � and the height of the feature point
in 3D space are calculated from the pixel coordinates of
the points �xf � yf � and image size �imgwidth� imgheight�

as � � xf ���
imgwidth

and h � �imgheight�yf �
imgheight

� thus the ini-
tial 3D Cartesian coordinates of the features are given by
x � cos���� y � sin���� z � h�

The coordinates data are then passed to our modified
Marill algorithm to perform the model recovery.

In local structure i.e. the protruding feature, estimation,
we took a simple panning sequence of perspective images
about the boxes at the same view point as the panorama.
We used the KLT [1] tracker to obtain a sequence of tracked
features. The performance of KLT tracker is good enough to
supply quality feature points for the factorization algorithm.
A view of the reconstructed mesh of the boxes and texture
mapped view is shown in fig. 3. As can be seen from the
pictures, the algorithm is correct in estimating the different
depth of the two boxes from the camera.

The reconstructed scene together with the local model
estimated in factorization algorithm in texture mapped for-
mat is shown in fig. 3. We converted the result into VRML
format so that we can examine and compare more closely

3



Figure 3: Real image data to simulating a L-corridor with a
protruding feature at one of the end of the corridor (at left
end of the image). Top : The panorama of the scene. The
observation point i.e. the position of the camera is at the
interior of a L corridor. The recovered scene (from middle
to bottom). First : Textured view of the reconstructed pro-
truding boxes from the corridor, second : Wireframe view
of the reconstructed corridor from our algorithm. Bottom
two images: perspective views of the final scene. The final
result is shown in VRML model format.

the reconstructed result with the actual one. The estimated
model of the corridor showed that the model is a bit slanted,
which is possibly due to the mounting of the camera not at
the same axis with the ground. We have also measured the
ratio of the length of sides of the corridor and found that the
ratio in the estimated model agreed with the actual values –
average error within 5% of the original.

Although it is found that the reconstructed model not ex-
actly agree with the actual one, we argue that it has already
achieved the goal of model recovery. The reason is that us-
ing the estimated result, one can edit the model using com-
mercial modeling packages such as 3D studio. One of the
advantages is that our system already provide the textures
and the 3D model required in virtual environment author-
ing.

During the reconstruction of the scene above, we found
that the incorporation of local details into the global struc-
ture presented some challenges. The problem is that the
estimated model from the factorization algorithm is having
a different scale with that of global recovered data. The
integration of the two models thus required careful align-
ment and scaling of the two models. Automatic techniques
to estimate the pose and location of the local structure in-
side the global one is another direction which we are now
investigating. In addition, it would be more convenient for
the system to identify the corners and their interconnections
from the panorama so that the resulting system can suggest
or even automatically carry out the recovery process for the
user.

5 Conclusions
We propose a method to perform scene recovery with fine
details. By using a global estimation algorithm derived
from Marill’s algorithm, we can build a 3D model of a
scene from its panorama. Structure from motion algorithm
can thus extract the fine details of selected portions of the
scene. We demonstrated the effectiveness of our algorithm
by applying it successfully in both synthetic and real image
data. The propose algorithm can be used in various virtual
environment authoring application such as computer game
production.
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