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#### Abstract

A number of unsupervised learning studies have been summarized from the perspectives of (a) mining dependence among components (PCA and MCA, LMSER and nonlinear PCA, ICA and independent factor analyses, three layer net and hidden unit number, etc); (b) mining homogeneous or nonhomogeneous groups among samples (MSE clustering and VQ, RPCL learning and elliptic extensions, Gaussian mixture and modified EM algorithms, etc); (c) mining dependences within local groups (localized extensions of part (a) as well as modular supervised learning such as RBF nets, mixture-of-experts and kernel on support vectors); and (d) mining topological structures with organized groups ( self-organization map and others).


## 1 Data Mining and Statistical Learning

In recent years, knowledge database discovery (KDD) becomes an increasingly popular area. Generally, it stands for discovering and visualizing the regularities, structures and rules from data. Its core part [22, 28, 8] consists of dimension reduction, structure mining and visualization, which is, referred as data mining (DM) in a broad sense, actually a revisit from a more engineering perspective of those statistical learning studies in the literature of neural networks and pattern recognition [108, 20, 19, 21].

The so called regularities, structures and rules are actually different expressions of various types of dependences among data. We can categorize these types of dependences in five levels based on the complexities of data in different media. Learning from data is actually made through samples of data. Usually, a sample is in the expression of a vector $x=\left[x^{(1)}, \cdots, x^{(d)}\right]^{T}$ with each component $x^{(i)}$ called feature that is either a real number or a symbol. Thus, the basic level of dependences is among features and can be represented in a set of either mathematical functions or logical rules. The next level of dependences is demonstrated via the locations of samples vectors. That is, under such dependences, samples located closely are regarded as same or similar and thus form a group

[^0]or cluster, such that each sample in a cluster can be represented by either any one sample in this cluster or a representative of this cluster (e.g., by the cluster center) [35]. In contrast, samples that locates far away are different and belong to different clusters. In other words, this level of dependence participates samples into a number of equivalence class that is called groups or clusters. Again, such a type of dependences can be represented via either mathematical functions or logical rules. The third level of dependence is indicated via the topological links among clusters, which is usually demonstrated via the topological links of centers of clusters [73,42]. Moreover, the next level of dependences is temporal dependences among data that come from speech, audio or other time series [30]. Finally, for data from image and video, we have the 5 th level of dependences that represents spatial relations of samples. The spatial relations can be in either the form of regular 2D or 3D lattice or of the more general graphic topology such as a probabilistic graphical structure or called Bayesian or Belief networks [68, 36].

A specific learning task may focus on learning or mining one or a combination of the five levels of dependences, and thus we can have a number of learning tasks in different complexities. In this paper, we focus on the first three levels of dependences, which lead to five meaningful combinations that are referred as learning tasks. Shortly we denote them as Task 1, Task 2, Task 1-2, Task 1-3, Task 1-2-3, where Task 1 means mining the first level of dependences and Task 1-2 means mining a combination that consists of the first level and second level of dependences. Specifically, we explore these tasks from statistical perspective. That is, data is regarded to consist of independent and identically distributed (i.i.d.) samples from a underlying unknown distribution $p(x)$ with each sample being a vector $x=\left[x^{(1)}, \cdots, x^{(d)}\right]^{T}$, and each of the tasks actually involves estimating either the distribution $p(x)$ or its certain statistics.

In the sequel, we provide an overview on several typical statistical learning models and algorithms that implement the five learning tasks. There are already certain survey papers in the literature. Instead of providing a complete overview on all the existing studies in the literature, we focus those studies which have not been well discussed yet, and particularly on those studies that can be viewed from a unified perspective. Moreover, we also emphasize the issues of regularization and model selection for the well known problem of a small size of samples.

## 2 Task 1: Mining Dependence among Components

### 2.1 Typical Dependence Structures

We consider three categories of typical dependence structures as follows.
(1) Forward Mapping Dependence among components are represented via mapping $x$ forwardly to another vector $y=\left[y^{(1)}, \cdots, y^{(m)}\right]^{T}$. Specifically, this forward mapping $f(x, \theta)=y$ can be further classified in three types according to the role of $y$ in representation, namely, whether the role of $y$ is minimized or maximized:

- Pattern Matching The idealistic case that the role of $y$ is minimized happens at $f(x, \theta)=y=0$ for all the samples of $x$. It means that these samples match the pattern described by $f(x, \theta)=0$ with a specific value of $\theta$, where $f(x, \theta)=0$ is a set of either mathematical functions or logical rules. Usually, $y \neq 0$ and is regarded as random error or residual under this matching. It is natural to assume that the residual $y$ should be unbiased $E y=0$, and that no dependence relation remains among components, e.g., the components become uncorrelated $E y y^{T}=$ $A=\operatorname{diag}\left[\lambda_{1}, \cdots, \lambda_{m}\right]$ in a sense of independence up to the 2 nd order statistics, where $E u$ denotes the mean of $u$ and $\operatorname{diag}\left[\lambda_{1}, \cdots, \lambda_{m}\right]$ denotes a diagonal matrix that consists of diagonal elements $\lambda_{1}, \cdots, \lambda_{m}$. In other words, we can model the residual $y$ by a Gaussian $q\left(y \mid \theta_{y}\right)=G(y \mid 0, \Lambda)$, where and in the sequel, $G(u \mid m, \Sigma)$ denotes a Gaussian density with mean $m$ and covariance matrix $\Sigma$. Generally, we consider that the components of residual $y$ are completely independent:

$$
\begin{equation*}
q\left(y \mid \theta_{y}\right)=\prod_{j=1}^{m} q\left(y^{(j)} \mid \theta_{y}^{(j)}\right) \tag{1}
\end{equation*}
$$

To minimize the role of $y$, we also expect that the variance of each $y^{(j)}$ is minimized. To make this desire meaningful, we usually need certain constraint on $\theta$, shortly denoted by $S(\theta)$. E.g., when $f(x, \theta)$ is linear as given by

$$
f(x, \theta)=\theta g(x), g(x)= \begin{cases}{[x, 1]^{T},} & (\mathrm{a})  \tag{2}\\ \text { a nonlinear map of } x, & \text { (b) }\end{cases}
$$

if we have $E y=0$ and $E y y^{T}=A$ diagonal for $\theta g(x)=y$, then for any diagonal $D$ and orthogonal $\phi$ with $\phi^{T} \phi=I$, we still have that

$$
\begin{equation*}
E y^{\prime}=0, E y^{\prime} y^{\prime T}=D^{2} \text { for } y^{\prime}=D \phi A^{-0.5} y \tag{3}
\end{equation*}
$$

We can remove this indeterminacy by imposing the constraint $\theta^{T} \theta=I$ as $S(\theta)$. Then, we can learn $\theta$ via

$$
\begin{equation*}
\min _{\theta, \text { s.t. } \theta^{T} \theta=I} \frac{1}{N} \sum_{t=1}^{N}\left\|y_{t}\right\|^{2}, y_{t}=\theta g\left(x_{t}\right) \tag{4}
\end{equation*}
$$

or equivalently we can regard the residual $y_{t}$ being Gaussian and implement the following ML learning

$$
\begin{equation*}
\max _{\theta, \Lambda, \text { s.t. } \theta^{T}=I} \frac{1}{N} \sum_{t=1}^{N} \ln G\left(y_{t} \mid 0, \Lambda\right), y_{t}=\theta g\left(x_{t}\right) \tag{5}
\end{equation*}
$$

Generally, for eq.(1) we further have

$$
\begin{equation*}
\max _{\left\{\theta, \theta_{y}, \text { s.t. } S(\theta)\right\}} \frac{1}{N} \sum_{t=1}^{N} \ln q\left(y_{t} \mid \theta_{y}\right), y_{t}=f\left(x_{t}, \theta\right) \tag{6}
\end{equation*}
$$

- Maximum Information Transfer In contrast, to maximize the role of $y$ means to make $f(x, \theta)$ able to transfer maximum information from $x$. Typically, we expect to maximize the variance of every components of $y$. However, it may also
not meaningful, if there is no some extra constraint $S(\theta)$. E.g., when $f(x, \theta)=$ $\theta g\left(x_{t}\right)$, each variance tends to infinity for any $c \theta$ as $|c| \rightarrow \infty$. This problem can be removed again by the constraint $\theta^{T} \theta=I$. Without losing any generality, we can assume $E y=0$ (otherwise we can simply let $f(x, \theta)-E y$ to be a new forward mapping). In this case, we have

$$
\begin{align*}
& \max _{\theta, \text { s.t. } \theta^{T} \theta=I} \operatorname{Tr}\left[\Sigma_{y}\right] \quad \text { or } \max _{\theta, \text { s.t. } \theta^{T} \theta=I}\left|\Sigma_{y}\right| \\
& \Sigma_{y}=\frac{1}{N} \sum_{t=1}^{N} y_{t} y_{t}^{T}, \quad y_{t}=\theta g\left(x_{t}\right) \tag{7}
\end{align*}
$$

Generally, we can maximize the information transferred from $x$ via $f(x, \theta)$ by

$$
\begin{align*}
& \max _{\left\{\theta, \theta_{y}, s, t . S(\theta)\right\}}\left[-\int p(y) \ln p(y) d y\right], p(y)=\int p(y \mid x) p_{0}(x) d x,  \tag{8}\\
& y=f(x, \theta) \text { or } p(y \mid x)=\delta(y-f(x, \theta)), p_{0}(x)=\frac{1}{N} \sum_{t=1}^{N} \delta\left(x-x_{t}\right), \\
& \text { E.g., } \quad S(\theta) \text { is } \theta^{T} \theta=I, \text { for } y=\theta g(x) .
\end{align*}
$$

Particularly, for the linear mapping

$$
\begin{equation*}
y=\theta x+m_{y}, \quad \theta^{T} \theta=I, \tag{9}
\end{equation*}
$$

when $x$ is Gaussian, then $y$ is also Gaussian. In this case, we have that eq.(8) degenerates back to eq.(7). Alternatively, changing 'max' into 'min' in eq.(5) will also become equivalent to eq.(7).

In contrast to the case that the role of $y$ is minimized as residuals such that the dependence structure among components are directly represented in $f(x, \theta)=0$, it looks not so directly how $f(x, \theta)=y \neq 0$ explores the dependence structures when the role of $y$ is maximized. This issue can be understood in two different situations. On one hand, when the mapping by $f(x, \theta)=y$ is information preserving with all the information of $x$ transferred to $y$, there is no need to drive $f(x, \theta)$ to explore the structure of samples of $x$ for this information transfer. A typical example is eq.(9) with $|\theta|=I$. In this case, we simply have $\operatorname{Tr}\left[E\left(\theta x x^{T} \theta^{T}\right)\right]=\operatorname{Tr}\left[E\left(x x^{T}\right)\right],\left|E\left(\theta x x^{T} \theta^{T}\right)\right|=\left|E\left(x x^{T}\right)\right|$, and even $-\int p(y) \ln p(y) d y=-\int p(x) \ln p(x) d x$. Thus, all the information is preserved for any $\theta$ with $|\theta|=I$, irrelevant to the structure of samples of $x .|\theta|=I$. On the other hand, when $f(x, \theta)=y$ can only implement an information loss mapping, in order to maximize the information transferred $f(x, \theta)=y$ must explore the major structure of $x$ such that the major information part is picked to map. In this case, eq.(7) or eq.(8) will make $y$ become not only independent in components, and but also carry the major information of $x$.

- Equalization In the above two mapping types, $f(x, \theta)=y$ acts in two aspects, namely making $y$ become decorrelated or independent in components, and making the role of $y$ either minimized or maximized. Alternatively, we also have a third choice that we only consider the first aspect. In this case, we replace the constraint $S(\theta)$ such as $\theta^{T} \theta=I$ in eq.(9) by imposing the constraint that every
component of $y$ is distributed under a same density, e.g., we impose $E y y^{T}=I$ in eq.(9). We call this 3rd type of mapping equalization, as it can be regarded as an extension of histogram equalization used in image processing. Clearly, to reach such an equalization, $f(x, \theta)=y$ must be able to explore the major structure of $x$ unless $x$ has no structure among components.
(2) Backward Mapping In contrast to a forward mapping, we can also consider a backward mapping $g(y, \phi)=x$ which represents how $y$ is mapped backward to generate $x$. Usually, a Gaussian noise $e$ is taken into consideration, and thus it becomes $g(y, \phi)+e=x$. More generally, this mapping is represented by

$$
\begin{equation*}
q(x \mid \theta)=\int q\left(x \mid y, \theta_{x \mid y}\right) q\left(y \mid \theta_{y}\right) d y \tag{10}
\end{equation*}
$$

E.g., $g(y, \phi)+e=x$ under Gaussian $e$ gives $q\left(x \mid y, \theta_{x \mid y}\right)=G\left(x \mid g(y, \phi), \Sigma_{e}\right)$ where the covariance matrix $\Sigma_{e}$ is either simply $\sigma_{e}^{2} I$ or diagonal. Moreover, $q(x \mid y)$ can be an other density when $e$ is nonGaussian. Also $q\left(y \mid \theta_{y}\right)$ is involved in eq.(10).

The key point for learning the parameters of $\theta_{x \mid y}, \theta_{y}$ is to make $q(x \mid \theta)$ fit a given set of samples of $x$ under a learning principle. The typical example is the ML learning

$$
\begin{equation*}
\max _{\left\{\theta_{x \mid y}, \theta_{y}, \text { s.t. } S(\theta)\right\}} \frac{1}{N} \sum_{t=1}^{N} \ln p\left(x_{t} \mid \theta\right) \tag{11}
\end{equation*}
$$

where $S(\theta)$ is again certain constrain to be impose on $\theta$ to avoid certain indeterminacy that depends what type of $q\left(y \mid \theta_{y}\right)$ is used. In this paper, we consider the following three types of $q\left(y \mid \theta_{y}\right)$ that trades off the strengths of $q\left(x \mid y, \theta_{x \mid y}\right), q\left(y \mid \theta_{y}\right)$ in modeling the dependence structure of samples of $x$ :

- Homogenous Independent Factors The simplest type is each component, or called factor, of $y$ being a standard Gaussian, i.e., $G(y \mid 0, I)$, while $q\left(x \mid y, \theta_{x \mid y}\right)$ takes all the responsibility to describe the dependence structure. As to be discussed in Sec.2.4, the disadvantage of the simplest type is leading to certain crucial indeterminacy. Another type is that each component density $q\left(y^{(j)} \mid \theta_{y}\right)$ in eq.(1) is a same non-Gaussian density, which provides a complementary help to $q\left(x \mid y, \theta_{x \mid y}\right)$ in modeling the dependence structure of data.
- Nonhomogenous Independent Factors More generally, $q\left(y^{(j)} \mid \theta_{y}\right)$ may be different for different $j$ such that $q\left(y \mid \theta_{y}\right)$ takes more share on modeling the dependence structure of data. E.g., we consider $q\left(y^{(j)} \mid \theta_{y}\right)$ that is same to every $j$ only in its first two order statistics but different in higher order statistics, as given by an expansion

$$
\begin{equation*}
q\left(y^{(j)} \mid \theta_{y}^{(j)}\right)=G\left(y^{(j)} \mid 0,1\right)\left[1+k_{3}\left(y^{(j)}\right) h_{3}\left(y^{(j)}\right) / 6+k_{4}\left(y^{(j)}\right) h_{4}\left(y^{(j)}\right) / 24\right] \tag{12}
\end{equation*}
$$

where $k_{3}, k_{4}$ are the cumulants of $y^{(j)}$, and $h_{3}, h_{4}$ are Hermite polynormails. Another example is that each $q\left(y^{(j)} \mid \theta_{y}\right)$ in eq.(1) is given by a finite mixture as in [88].

- Gaussian Mixture Factor Instead of the independent factor model eq.(1), another interesting type of $q\left(y \mid \theta_{y}\right)$ is either a mixture of gaussians $G\left(y, \mu_{j}, I\right)$ with different location $\mu_{j}$ or a nonhomogenous Gaussian mixture with each Gaussian with a different covariance matrix.
(3) Forward Mapping and Backward Mapping We can combine the features of both the forward mapping and backward mapping. There are two ways for such a combination. One is to make learning on each separately and then put them together. The other is to consider the both mappings coordinately during parameter learning. The details will be further discussed later.

Finally, we add that either $f(x, \theta)$ or $g(y, \phi)$ may also be trained via supervised learning algorithms when a set of paired samples $\left\{x_{t}, y_{t}\right\}$ is known. Supervised learning tasks are encountered in pattern recognition, prediction, function approximation, discriminant analysis and many others. A number of survey papers on these issues are available in the literature. E.g., an early systematical overview is referred to [108]. This paper will focus on unsupervised learning. However, by considering $\xi_{t}=\left\{x_{t}, y_{t}\right\}$ as an augmented sample vector, a supervised learning task can also be regarded as a unsupervised learning task on $\xi_{t}$ under the structural constraint between its part $x_{t}$ and its part $y_{t}$. For this reason, this overview also includes in appropriate cases certain results on supervised learning. Meanwhile, we only need to consider how to get $f(x, \theta)$ based on a training set of $\left\{x_{t}, y_{t}\right\}$ since the task of getting $g(y, \phi)$ is similar.

### 2.2 Forward Mapping (I): Maximum Information Transfer

- PCA and Subspace Analyses Studies on this topic can be traced back as early as [32]. In past decades, Principal Component Analysis (PCA), obtained directly from eq.(7) with $y=W x$, has been widely studied and used in the field of statistics and many other fields. Its close relation to the well known Hebbian learning in neuroscience was first established in [62] where a simple linear neuron trained by an adaptive modified Hebbian learning rule is shown to perform exactly PCA. Since then, extensive studies have been made to develop adaptive algorithms on linear neural nets of multiple units for PCA. The studies consist of two main streams. One is for adaptive algorithms on asymmetrical architecture that extract the first k-PCA vectors sequentially one by one, with an initial study made in [74] and several sequential studies referred to [45]. The other stream consists of adaptive algorithms on symmetrical architectures that extract the first k-PCA vectors in parallel. Oja subspace rule [63] is one initial effort, which as well as several related efforts, however, do not perform k-PCA as discussed in [103], but a "collective version" of PCA, called Principal Subspace Analysis (PSA) that extracts a subspace spanned by the k-PCA vectors.

Two years after [63], two further results have been obtained by the present author in [103]. One is that a global convergence proof on the Oja subspace rule was provided. The other is an adaptive algorithm is given for extracting the m PCA vectors instead of only performing PSA. Moreover, adaptive PCA
algorithms for robust performance and for working on missing data have also been proposed [94, 99]. Furthermore, in the past decade, extensive studies have also been made on showing that PCA or PSA can be equivalently implemented by various different learning rules and architectures. A number of such criteria and the corresponding adaptive learning rules are summarized in 1994 [100, 101]. For examples, PCA is performed by either of the following two criteria

$$
\begin{equation*}
\text { (a) } \max _{W} E\left\|y^{T} \Lambda^{-1} y\right\|^{2}, \text { (b) } \max _{W} E\left\|x-W^{t} y\right\|^{2}, y=W x \text {, s.t. } W W^{t}=I \tag{13}
\end{equation*}
$$

where $A=\operatorname{diag}\left[\lambda_{1}, \cdots, \lambda_{m}\right], \lambda_{1}>\cdots>\lambda_{m}$ is pre-given. The case (a) is called Maximum Variation of Normalized Output (MVNO) and the case (b) is called Least Mean Square Error Reconstruction (LMSER). We can get adaptive learning to implement them as shown in [101].

Typical PCA applications relate to compressing and representing as well as visualizing data in a reduced dimension. Also, PCA is used in [106] for retrieving complicated structures via an approximate but fast implementation of attributed graph matching. Moreover, as a dual to [107], the direction of the first principal vector provides a total least square fitting of data by a line. Also, we can approximately fit a curve by transferring it to a line, e.g., $g(x)$ in eq.(2) is set by the same trick in [107].

- Nonlinear PCA and ICA PCA has two main features, namely the mapping is linear $y=W x$ and the components of $y$ are uncorrelated (i.e., independent only in the 2 nd order statistics). Extensions have been made on changing each of the features. Under the name of nonlinear PCA, the efforts on extending $y=W x$ into the post-linear $y=S(W x)$ with $S(y)=\left[s(y(1)), \cdots, s\left(y^{(m)}\right)\right]$, in a sense that each component of linear mapping $W x$ is followed by a nonlinear scaling by a scalar function (e.g., a sigmoid function). Two typical efforts were made in 1991 from different perspectives. One is to use $y=s(W x)$ in Oja rule and it turned out that the learning becomes very robust under noise and outliers [64]. The other is made in [103] (published firstly in Proc. IJCNN91), that uses $y=s(W x)$ in the above $E\left\|x-W^{t} y\right\|^{2}$ in eq.(13) with an adaptive gradient algorithm provided in its Eq.(9b), which is rewritten as follows:

$$
\begin{align*}
& \min _{W} E\left\|x-W^{t} S(W x)\right\|^{2}, W^{n e w}=W^{o l d}+\eta\left[S(W x) e^{T}+S^{\prime}(W x) \varepsilon x^{T}\right]  \tag{14}\\
& e=x-W^{t} S(W x), \varepsilon=y-W W^{t} S(W x), S^{\prime}(y)=\operatorname{diag}\left[s^{\prime}(y(1)), \cdots, s^{\prime}\left(y^{(m)}\right)\right]
\end{align*}
$$

where $s^{\prime}(r)=d s(r) / d r$. Moreover, it has been firstly discovered experimentally that the sigmoid nonlinearity $s(r)$ can automatically break the symmetry in the PSA subspace such that components of $W$ tend to directions that are close to but not equal to the first m orthogonal PCA directions. Also, the other PCA criterion $E\left\|y^{T} \Lambda^{-1} y\right\|^{2}$ in eq.(13) is also extended into the so called the Nonlinear Maximum Variance (NMV) learning rule [96] by using the post-linear unit $y=$ $s(W x)$.

Started from Jutten and Herault in 1988 [39], under the name Independent Component Analysis (ICA), efforts have been made on targeting on making
the components of $y=W x$ independent beyond the 2 nd order statistics. Due to this clear motivation, it has become a popular topic in the past decade. Advances on this topic can be roughly classified into four streams. One is based on solving the equation group on the higher order moments of $x$ and of $y$ subject to $y=W x$ and the independent components of $y$. The second is to minimize a so called contrast function such that the minimum is reached when $y$ becomes independent, with the minimization implemented by adaptive algorithms. The third one is the above mentioned nonlinear PCA. Actually, three years after its publication [103], eq.(15) was directly adopted to implement ICA by authors of [40] with some promising results, which experimentally sets up a link between ICA and nonlinear PCA by eq.(15). The last one is called information theoretic approach, which is further discussed in the sequel.

Typical ICA applications include blind source separation, feature extraction, medical information processing, and many others. Extensive publications on ICA are also available in literatures, e.g., readers are referred to a special issue [27] and a survey paper [33]. Here we only further provide certain advances on the information theoretic approach, roughly summarized into three stages. The first stage is featured by the INFORMAX [5] and the MMI [2]. The two typical algorithms as well as several others update $W$ adaptively after the marginal density of each components of $y$ is heuristically prefixed [5] or estimated via density expansion [2]. These algorithms work well on the cases that the components of $y$ are either all sub-Gaussians or all super-Gaussians, but fail on the cases that the components of $y$ consist of partly sub-Gaussians and partly super-Gaussians. At the second stage, it is realized [91] that the marginal density $q\left(y^{(j)}\right)$ of each component should also be learned simultaneously during learning on $W$ to automatically fit any combination of super-Gaussian or sub-Gaussian components of $y$. This idea could be implemented by learning the parameters $\theta_{y}$ in eq.(1). An early effort is the learning parametric mixture based ICA [91, 88], where a finite mixture is used as $q\left(y^{(j)} \mid \theta_{y}^{(j)}\right)$ and $\theta_{y}^{(j)}$ is updated by an EM-like algorithm during updating $W$. Alternatively, efforts in [65, 15] estimate the kurtosis of $q\left(y^{(j)}\right)$. At the third stage, extensions have been made towards various cases, e.g., (a) the dimension of $x$ is larger than that of $y$ instead of that $W$ is invertible [89, 88, 86], (b) some specific nonlinear ICA [78, 86], (c) the so called temporal ICA that takes temporal relation among samples in consideration [82] and (d) the so called competitive ICA, which will be further discussed in Sec.4.1.

- Supervised learning: discriminant analysis and three layer net Forward mapping can also be built via supervised learning on a training set of paired samples $\left\{x_{t}, y_{t}\right\}$. A typical example of linear mapping $y=W x$ is given by the Fisher discriminant analysis that maps $x$ into $y$ for a best classification purpose [23, 21].

The key advantage of a forward mapping via supervised learning is able to explore the complicated nonlinear mapping among given samples in pairs $\left\{x_{t}, y_{t}\right\}$, in help of various forward networks. Readers are referred to [108] for an overview. Here, we only introduce certain new results obtained in recent years
from Bayesian Yang-Ying learning [80, 82, 83] on the following three layer net for mapping $x \rightarrow \xi \rightarrow y$ :
(a) $x \rightarrow \xi$ by a post-linear map $s\left(A x+a_{0}\right)$ and $\xi$ from a multivariate Bernoulli $q(\xi \mid x)=\prod_{j=1}^{m} s\left(z^{(j)}\right)^{\xi^{(j)}}\left[1-s\left(z^{(j)}\right)\right]^{1-\hat{\xi}^{(j)}}, z=A x+a_{0}, s(r)=1 /\left(1+e^{-r}\right) ;$
(b) $\xi \rightarrow y$ is made by linear mapping $B \xi+b_{0}$ subject to a Gaussian noise with covariance $\sigma^{2} I$, i.e., $q(y \mid \xi)=G\left(y \mid B \xi+b_{0}, \sigma^{2} I\right)$.

Thus, the mapping $x \rightarrow y$ is given by $q(y \mid x)=\sum_{\xi} G\left(y \mid B \xi+b_{0}, \sigma^{2}\right) q(\xi \mid x)$. By the linear Taylor expansion of $G\left(y \mid B \xi+b_{0}, \sigma^{2}\right)$ around the mean $E \xi=$ $s\left(A x+a_{0}\right)$, we approximately have $q(y \mid x) \approx G\left(y \mid B s\left(A x+a_{0}\right)+b_{0}, \sigma^{2}\right)$, and thus $E(y \mid x)=\int y q(y \mid x) d y=B s\left(A x+a_{0}\right)+b_{0}$ implements the conventional three layer net with sigmoid hidden units.

Instead of using the back-propagation technique to train this three layer net in the sense of least square learning, we make its training via the so called BYY harmony learning [81], which provides the following EM-like algorithm:

$$
\begin{align*}
E \text { step }: & \hat{\xi}=\arg \max _{\xi}\left\{G\left(y \mid B \xi+b_{0}, \sigma^{2} I\right) \prod_{j=1}^{m} s\left(z^{(j)}\right)^{\xi^{(j)}}\left[1-s\left(z^{(j)}\right)\right]^{1-\xi^{(j)}}\right\}, \\
M \text { step }: & (a) e_{y}=y-B^{o l d} \hat{\xi}-b_{0}^{o l d}, B^{n e w}=B^{o l d}+\eta e_{y} \hat{\xi}^{T} \\
& b_{0}^{\text {new }}=b_{0}^{o l d}+\eta e_{y}, \sigma^{2} \text { new }=(1-\eta) \sigma^{2} \text { old }+\eta\left\|e_{y}\right\|^{2},  \tag{15}\\
& (b) e_{\xi}=\hat{\xi}-s\left(A x+a_{0}\right), A^{\text {new }}=A^{o l d}+\eta e_{\xi} x^{T}, a_{0}^{\text {new }}=a_{0}^{o l d}+\eta e_{\xi} .
\end{align*}
$$

Specifically, E-step is equivalent to find $\hat{\xi}$ that maximizes $C(\xi)=-0.5 \sigma^{-2} \| y-$ $B \xi-b_{0} \|^{2}+\sum_{j=1}^{m}\left[\xi^{(j)} \ln s\left(z^{(j)}\right)+\left(1-\xi^{(j)}\right) \ln \left(1-s\left(z^{(j)}\right)\right)\right.$, which is a typical discrete quadratic programming problem. For a fast approximation, we can first solve the linear equation $\nabla_{\xi} C(\xi)=0$ by regarding $\xi$ being real and then hardcutting the solution into a binary one. That is,

$$
\begin{align*}
& \hat{\xi}^{(j)}= \begin{cases}1, & \text { if } \bar{\xi}^{(j)}>0.5, \quad \bar{\xi}=\left(B^{T} B\right)^{-1}\left[B^{T}\left(y-b_{0}\right)+\sigma^{2} \pi\right] \\
0, & \text { otherwise, }\end{cases} \\
& \pi=\left[\pi^{(1)}, \cdots, \hat{\pi}^{(m)}\right]^{T}, \pi^{(j)}=\ln \frac{s\left(z^{(j)}\right)}{1-s\left(z^{(j)}\right)} \tag{16}
\end{align*}
$$

Another issue is to set up the step size $\eta$ in the M-step. It can be two choices:
(a) It is fixed at a small constant $\eta>0$ when the learning eq.(15) is made in the so called empirical learning [81]. Moreover, its specific value can be different for different parameters. E.g., two different sizes $\eta_{A}, \eta_{B}$ are used for updating $A, B$, respectively.
(b) When the learning eq.(15) is made in the so called normalization learning [81], it is given by $\eta=\eta_{t} \eta_{0}$ with $\eta_{0}>0$ and $\eta_{t}$ given by

$$
\begin{align*}
\eta_{t} & =\frac{1}{N}-\gamma_{0} \frac{\gamma_{t}}{S_{q}}, \quad \gamma_{t}=G\left(y \mid B \hat{\xi}_{t}+b_{0}, \sigma^{2} I\right) \prod_{j=1}^{m} s\left(z^{(j)}(t)\right)^{\hat{\xi}_{t}^{(j)}}\left[1-s\left(z^{(j)}(t)\right)\right]^{1-\hat{\xi}_{t}^{(j)}} \\
S_{q} & =\sum_{t=1}^{N} G\left(y \mid B \hat{\xi}_{t}+b_{0}, \sigma^{2} I\right) s\left(z^{(j)}(t)\right)^{\hat{\xi}_{t}^{(j)}}\left[1-s\left(z^{(j)}(t)\right)\right]^{1-\hat{\xi}_{t}^{(j)}} \tag{17}
\end{align*}
$$

where $1>\gamma_{0}>0$ is a given constant that compensates the finite sample size in normalization by $\sum_{t=1}^{N} q\left(y_{t} \mid \hat{\xi}_{t}\right) q\left(\hat{\xi}_{t} \mid x_{t}\right)$. By this $\eta_{t}$, after the winner-take-all
competition by the E-step, a de-learning is introduced to regularize the learning on the winner for each sample in proportional to the current fitting of the model to the sample. However, it is expensive to compute on all the samples as in eq.(17). We can also approximate the sum $S_{q}$ adaptively by $S_{q}(t+1)=(1-$ $\lambda) S_{q}(t)+\lambda G\left(y \mid B \hat{\xi}_{t}+b_{0}, \sigma^{2} I\right) \prod_{j=1}^{m} s\left(z_{t}^{(j)} \hat{\xi}_{t}^{(j)}\left[1-s\left(z_{t}^{(j)}\right)\right]^{1-\hat{\xi}_{t}^{(j)}}\right.$ for a suitable $0<$ $\lambda<1$. Then, as $t$ varies, we have

$$
\begin{equation*}
\eta_{t}=\frac{1}{t}-\gamma_{0} \frac{\gamma_{t}}{S_{q}(t+1)} \tag{18}
\end{equation*}
$$

The detail derivations of eq.(15), eq.(16) and eq.(17) are further referred to [81], from which we also known that eq.(15) is actually implement a so called harmony learning that will push $p(\xi \mid x)$ into a least complexity form to avoid using extra hidden units. Alternatively, by enumerating a number of $m$ values incrementally, we can also select a best number $m^{*}$ for hidden units by the following criterion

$$
\begin{align*}
& m^{*}=\arg \min J(m), J(m)=0.5 m \ln \sigma^{2}+J_{y}(m), \hat{\xi}=A x+a_{0} \\
& J_{y}(m)=-\frac{1}{N} \sum_{t=1}^{N} \sum_{j=1}^{m}\left\{\hat{\xi}_{t}^{(j)} \ln s\left(z_{t}^{(j)}\right)+\left(1-\hat{\xi}_{t}^{(j)}\right) \ln \left(1-s\left(z_{t}^{(j)}\right)\right)\right\} \tag{19}
\end{align*}
$$

### 2.3 Forward Mapping (II): Pattern Matching and Equalization

- Pattern Matching: MCA-MSA and Surface Fitting Playing a dual role to PCA, eq.(4) results in the so called minor component analysis (MCA) that minimizes the residuals $y$ such that the samples are fitted in the total least square sense by either the hyperplane with the 1st minor component as its normal direction or the subspace that is orthogonal to the subspace spanned by the minor components. That is, using a $m$-dimensional MSA subspace to represent a data set is equivalent to use a $d-m$ dimensional PSA subspace to represent to represent the same set, where $n$ is the dimension of $x$. Particularly, instead of using $d-1$ principal components to represent a hyperplane, we can equivalently represent it by only the 1 st minor component. In [109], MCA or MSA is used together with PCA or PSA to form a dual representation with a more effective dimension reduction. In 1992, an adaptive learning algorithm has been proposed to implement MCA for the total least square fitting of not only lines, planes, and hyperplanes but also circles, curves, planes, surfaces, and hypersurfaces [107]. Moreover, MCA is also used in [87] for the so called co-integration regularity in time series. Furthermore, studies has also been extended to object identification via fitting a general function $g(y, \phi)$ [95].
- Equalization: ICA, P-ICA and M-ICA Though the concept of ICA was proposed in parallel to PCA, the existing studies on ICA are made without distinguishing the concepts 'minor' or 'principal'. There may be two reasons. One is that the original purpose of ICA is to recover $x=A y$ by $y=W x$ and such a recovery is indeterminacy on the scales of each component of $y$. The other is that $W$ is usually invertible and $y=W x$ becomes independent but take all
the components in consideration, where to distinguish which components are 'minor' or 'principal' is not necessary.

Strictly speaking, the concept of ICA is parallel to de-correlation component analysis (DCA) $y=W x$ that makes $E y y^{T}$ be diagonal, including both PCA and MCA as well as linear equalization by $y=W x$ with $E y y^{T}=I$ as special cases. Thus, when the dimension $m$ of $y$ is lower than the dimension $d$ of $x$, we should also have the principal ICA (P-ICA), minor ICA (M-ICA), and nonlinear equalization. The last one has already discussed in Sec.2.1. The difference of the principal ICA and minor ICA can be understand from the perspective of the so called pre-whitening ICA. After making the covariance of samples of $x$ be orthogonal, we will have $C_{d}^{m}$ combinations to select $m$ de-correlated components and then normalize them white. Thus, ICA can be made in two steps. First, we select a combination of $m$ components and then normalize them white. Second, we do the invertible ICA in the $m$ dimension space. That is, we have $C_{d}^{m}$ combinations of ICA. Among them, we have either the P-ICA when the $m$ principal components are used to whitening or the M-ICA when the $m$ minor components are used to whitening. This way of defining the P-ICA and the M-ICA depends on the whitening preprocessing. In Sec.2.5, we will give another way to define them without relying on a preprocessing.

### 2.4 Backward Mapping: Three Typical Independent FA

- Gaussian FA and Independent FA The typical example of the early efforts on this topic is factor analysis, which can be traced back to the beginning of the 20 th century by Spearman [77]. Formulated by Anderson and Rubin in 1956 [3], it considers the simplest linear special case of eq.(8), that is

$$
\begin{equation*}
x=A y+e, \quad e \text { is independent from } y \tag{20}
\end{equation*}
$$

where both $e, y$ come from Gaussians with $E(e)=0, E(y)=0, E\left(y_{t} y_{t}^{T}\right)=I$, and $e$ is uncorrelated among its components with a diagonal covariance matrix $\Sigma_{e}$. However, this model suffers the problem of not having a unique solution because its indeterminacy on rotation and on the communality estimation [55]. Early studies towards such problems consists of either constraining $A$ to be orthogonal matrix only or imposing heuristics to select a specific rotation such as in Quartimax and Varimax [55].

In the past decade, efforts have been made on considering eq.(20) with the independence assumption on the components of $y$. For clarity, we refer this new type of factor analysis (FA) as independent FA (IFA) to avoid being confused with the original one, which should now be more precisely referred as De-correlating FA (DFA). Similar to ICA, when each $q\left(y^{(j)}\right)$ is nonGaussian or at most only one of them is Gaussian, the rotation indeterminacy can be removed. However, it is much more difficult to implement IFA than ICA. Not only we need to deal with the problem of modeling each component density $q\left(y^{(j)}\right)$ as in ICA, but also we need to handle the noise $e$. Due to this noise, the ML learning by eq.(11) encounters the computational difficulty on handling the integral
over $y$ in eq.(8). Several efforts have been made towards to solving this difficulty. The most simple way is to approximately regard $e=0$ such that estimating $A$ in $x=A y$ becomes equivalent to ICA that gets the inverse mapping $y=W x$. But it works only in a small noise $e$ case. The other ways include preprocessing for filtering noise, making ML learning via a Monte-Carlo sampling [86], and using heuristic structures [15, 27]. Readers are referred to a survey paper [33].

In the sequel, we further add on certain advances obtained from BYY harmony learning in recent years [80, 82, 83].

- Bernoulli FA, Independent FA, and BYY harmony learning We consider eq.(20) with eq.(1). In help of the BYY harmony learning [80], we can get the following EM-like algorithm:

$$
\begin{align*}
\text { E step }: & \hat{y}=\arg \max _{y}\left[G\left(x \mid A y, \Sigma_{e}\right) q\left(y \mid \theta_{y}\right)\right], \\
M \text { step }: & e=x-A^{\text {old }} \hat{y}, A^{\text {new }}=A^{\text {old }}+\eta e \hat{y}^{T}, \Sigma_{e}^{n e w}=(1-\eta) \Sigma_{e}^{o l d}+\eta e e^{T}, \\
& \theta_{y}^{\text {new }}=\theta_{y}^{\text {old }}+\eta \phi(\hat{y}), \phi(y)=\nabla_{y} \ln q\left(y \mid \theta_{y}\right) . \tag{21}
\end{align*}
$$

Specifically, E-step is equivalent to find $\hat{y}$ that maximizes $C(y)=-0.5(x-$ $A y)^{T} \Sigma_{e}^{-1}(x-A y)+\sum_{j=1}^{k} \ln q\left(y^{(j)} \mid \theta_{y}^{(j)}\right)$, which can be made by a fast approximation that solves the equation $\nabla_{y} C(y)=0$ as shown in [80]. For illustration, we provide two examples:

$$
\begin{align*}
& \text { (a) for } q\left(y \mid \theta_{y}\right)=G(y \mid 0, I), \quad \hat{y}=\left[I+A^{T} \Sigma_{e}^{-1} A\right]^{-1} A^{T} \Sigma_{e}^{-1} x, \\
& \text { (b) for } q\left(y \mid \theta_{y}\right)=\prod_{j=1}^{k} q_{j}^{y^{(j)}}\left(1-q_{j}\right)^{1-y^{(j)}}, \quad \hat{y}^{(j)}= \begin{cases}1, & \text { if } \hat{y}^{(j)}>0.5, \\
0, & \text { otherwise, }\end{cases} \\
& \hat{y}=\left(A^{T} \Sigma_{e}^{-1} A\right)^{-1}\left\{A^{T} \Sigma^{-1} x+\left[\pi_{1}, \cdots, \pi_{k}\right]^{T}\right\}, \pi_{j}=\ln \frac{q_{j}}{1-q_{j}} . \tag{22}
\end{align*}
$$

With the case (a) in eq.(21), there is no need on updating $\theta_{y}$, and eq.(21) actually is an adaptive algorithm for implementing DFA. For the case (b), the updating on $\theta_{y}$ is simply given by

$$
\begin{equation*}
q_{j}=1 /\left(1+e^{c_{j}}\right), c_{j}^{\text {new }}=c_{j}^{\text {old }}+\eta\left(\hat{y}^{(j)}-q_{j}^{\text {old }}\right) \tag{23}
\end{equation*}
$$

In this case, eq.(21) is an adaptive algorithm for implementing a Bernoulli FA. Also a variant of Bernoulli FA is given in [80] for the case that $x$ is also binary from a multivariate Bernoulli. In the literature of neural networks, other efforts have been also made on modeling binary $x$ (e.g., representing a binary image) by interpreting it as generated from binary hidden factor $y$ with mutually independent bits. Typical examples include multiple cause models [75, 16] and Helmholtz machine [17,31].

Similar to eq.(15), another issue in eq.(21) is the step size $\eta$ in the M-step. Again, it can be either fixed at constants for implementing empirical learning or given by $\eta=\eta_{t} \eta_{0}$ with

$$
\eta_{t}=\frac{1}{N}-\gamma_{0} \frac{\gamma_{t}}{S_{q}}, \gamma_{t}=G\left(x_{t} \mid A \hat{y}_{t}, \Sigma_{e}\right) q_{j}^{\hat{q}_{t}^{(j)}}\left(1-q_{j}\right)^{1-\hat{y}_{t}^{(j)}}
$$

$$
\begin{equation*}
S_{q}=\sum_{t=1}^{N} G\left(x_{t} \mid A \hat{y}_{t} \Sigma_{e}\right) q_{j}^{\hat{y}_{t}^{(j)}}\left(1-q_{j}\right)^{1-\hat{y}_{t}^{(j)}} \tag{24}
\end{equation*}
$$

for implementing normalization learning [80]. Still, we can use eq.(18) by adaptively updating $S_{q}(t+1)=(1-\lambda) S_{q}(t)+G\left(x_{t} \mid A \hat{y}_{t}, \Sigma_{e}\right) q_{j}^{\hat{y}_{t}^{(j)}}\left(1-q_{j}\right)^{1-\hat{y}_{t}^{(j)}}$. Again, similar to eq.(15), the harmony learning of eq.(22) will push $q\left(y \mid \theta_{y}\right)$ into a least complexity form to avoid using a redundant dimension [80].

- Principal subspace dimension From BYY harmony learning [80, 82, 83], we can also get the following criterion for selecting a best dimension $m^{*}$ :

$$
\begin{align*}
& m^{*}=\arg \min J(m), J(m)=0.5 \ln \left|\Sigma_{e}\right|+J_{y}(m), \\
& J_{y}(m)=\left\{\begin{array}{l}
m \ln (2 \pi)+m, \\
-\frac{1}{N} \sum_{t=1}^{N} \sum_{j=1}^{m}\left[\hat{y}_{t}^{(j)} \ln q_{j}+\left(1-\hat{y}_{t}^{(j)}\right) \ln \left(1-q_{j}\right)\right], \\
-\frac{1}{N} \sum_{t=1}^{N} \sum_{j=1}^{m} \ln q\left(\hat{y}_{t}^{(j)} \mid \theta_{y}^{(j)}\right),
\end{array}\right.  \tag{a}\\
& \text { (a) } q\left(y \mid \theta_{y}\right)=G(y \mid 0, I), \quad(b) q\left(y \mid \theta_{y}\right)=\prod_{j=1}^{m} q_{j}^{y^{(j)}}\left(1-q_{j}\right)^{1-y^{(j)}}, \\
& \text { (c) } q\left(y \mid \theta_{y}\right) \text { in eq.(1), }
\end{align*}
$$

where the value $J(m)$ is obtained after parameter learning at each $m$ as we enumerate a number of $m$ values incrementally. Specifically, the case (b) determines the number of binary bits that is required for $y$, while the case (a) and case (c) describe the dimension of the subspace dimension spanned by principal components in the sense of the 2nd order independence and of the higher order independence, respectively. E.g., we can use the case (a) together with PCA for determining an appropriate number $m$ of principal components, and we can use the case (c) together with ICA for determining the number of blind sources.

- Temporal FA and Higher order HMM Both the DFA and Bernoulli FA have been further extended to taking temporal relation among samples in consideration [80, 82] via adding a state equation $y_{t}=B y_{t-1}+\varepsilon_{t}$ with $B$ being a diagonal and $\varepsilon_{t}$ is a white noise. Specifically, DFA is extended into the so called temporal FA (TFA). Interestingly, as shown in [80, 82], the rotation indeterminacy of DFA has been removed due to temporal relation. While Bernoulli FA is extended into the so called independent hidden Markov model. Moreover, the temporal extensions have also been applied to perform generalized APT financial analyses.


### 2.5 Bi-directional Mapping: LMSER-ICA and Helmholtz machine

A backward mapping focuses on how $x$ is generated from $y$ such that not only noise is taken in consideration but also which components of $y$ are principal or minor can be evaluated according to their roles in the reconstruction and its matching to the observed data samples. As a result, it makes the problem of selecting an appropriate $m$ and eq.(25) meaningful. However, the disadvantage of a backward mapping is that it is expensive and also inconvenient, based on the learning results of a backward mapping, to perform the mapping $x \rightarrow y$. The
disadvantage can be remedied by a bi-directional architecture that combines both a forward mapping and a backward mapping. Actually, the nonlinear LMSER in eq.(15) is a simple example. It combines a forward mapping $y=S(W x)$ and a backward mapping $x=W^{t} y$, both are considered during the learning on $W$. As discussed in Sec.2.2, it performs ICA. Moreover, this ICA has a feature that components can be assessed as being principal or minor by evaluating how good its backward mapping $x=W^{t} y$ matches the observed data samples, similar to PCA. Thus, the ICA performed by this LMSER is more appropriately to be regarded as a P-ICA. Generally, the reconstruction error $J(W)=E \| x-$ $W^{t} S(W x) \|^{2}$ or even its linear version $J(W)=E\left\|x-W^{t}\left(W W^{t}\right)^{-1} W x\right\|^{2}$ can be used to measure $y=W A$ in implementing ICA, e.g., it is P-ICA when the minimum of $J(W)$ is reached or it is M-ICA when the maximum $J(W)$ is reached.

Several extensions of the LMSER learning have been obtained in help of Bayesian Yang-Ying harmony learning [81]. Here we introduce one example, which is equivalent to minimize

$$
\begin{align*}
& J\left(A, W,\left\{q_{r}\right\}_{r=1}^{m}\right)=d \ln \sigma+\frac{1}{N} \sum_{t=1}^{N} \sum_{r=1}^{m}\left[y_{t}^{(r)} \ln q_{r}+\left(1-q_{r}\right) \ln \left(1-y_{t}^{(r)}\right)\right] \\
& y_{t}=W x_{t}, \quad \sigma^{2}=\frac{1}{N} \sum_{t=1}^{N}\left\|x_{t}-A S\left(y_{t}\right)\right\|^{2} \tag{26}
\end{align*}
$$

This minimization can be implemented by an adaptive EM-like algorithm

$$
\begin{align*}
\text { Estep }: & y_{t}=W^{\text {old }} x_{t}, \hat{y}_{t}=\arg \min _{y_{t}}\left[0.5 \sigma^{-2}\left\|x_{t}-A S\left(y_{t}\right)\right\|^{2}\right. \\
& -\sum_{r=1}^{m}\left[y_{t}^{(r)} \ln q_{r}+\left(1-y_{t}^{(r)}\right) \ln \left(1-q_{r}\right)\right], \\
M \text { step }: & q_{r}=\frac{1}{1+e^{c_{r}}}, c_{r}^{\text {new }}=c_{r}^{\text {old }}+\eta\left(\hat{y}^{(r)}-q_{r}^{\text {old }}\right), e_{t}=x_{t}-A^{\text {old }} S\left(\hat{y}_{t}\right), \\
& A^{\text {new }}=A^{\text {old }}+\eta e_{t} S^{T}\left(\hat{y}_{t}\right), \sigma^{2} \text { new }=(1-\eta) \sigma^{2} \text { old }+\eta d^{-1}\left\|e_{t}\right\|^{2} \\
& W^{\text {new }}=W^{\text {old }}+\eta S_{d}\left(\hat{y}_{t}\right) e_{t} x_{t}^{T}, S_{d}(y)=\operatorname{diag}\left[s^{\prime}(y(1)), \cdots, s^{\prime}\left(y^{(m)}\right)\right], \tag{27}
\end{align*}
$$

Again, similar to eq.(15), this adaptive harmony learning will push those redundant $q_{j}$ towards zero such that model selection is automatically made during learning. Alternatively, we also have the model selection criterion

$$
\begin{equation*}
\min _{m} J(m), J(m)=0.5 d \ln \sigma^{2}+\sum_{j=1}^{m}\left[q_{r} \ln q_{r}+\left(1-q_{r}\right) \ln \left(1-q_{r}\right)\right] \tag{28}
\end{equation*}
$$

Furthermore, it has been shown in [80, 82, 83] that this LMSER-ICA eq.(15) is a special case of the Bayesian Yang-Ying independence learning, and from which we also get other extensions of the nonlinear LMSER that not only relax $x=W^{t} y$ to $x=A y$ without the constrain $A=W^{T}$ but also take several possible distributions of $y$ in consideration. Particularly, one special case is equivalent to the one layer deterministic Helmholtz machine learning [31, 16, 17]. Furthermore, extensions have also been made towards to temporal situations, resulting in temporal LMSER [80].

## 3 Task 2: Mining Groups among Samples

Mining groups or called clustering are made among samples such that samples within a group are regarded as same or similar while samples in different groups
are regarded being different. More specifically, we can classify the studies on the tasks into two categories:
(a) Homogeneous grouping Samples are grouped based on a criterion of similarity or distance $d\left(x_{i}, x_{j}\right)$ that is homogeneous to any sample pair $x_{i}, x_{j}$. A typical example is the Euclidean distance, as further discussed in Sec.3.1.
(b) Nonhomogeneous grouping Samples are grouped under a measure that is not homogeneous to every sample, but relates to the specific structure of each group, as further discussed in Sec.3.2.

In particular, when $x$ has a high dimension, which is usually the case in many real applications and especially in multimedia processing, samples are grouped based on each group's specific structure in a subspace of much lowered dimension instead of in the full original space of $x$. We call such particular cases Subspace structure based nonhomogeneous grouping, which will be discussed in Sec.4.

### 3.1 MSE-VQ Clustering and RPCL Learning

- MSE Clustering, VQ and KMEAN algorithm Extensive studies have been made in literature of statistics and pattern recognition for several decades under the name of clustering analysis [4, 21, 35, 19]. The most widely used homogeneous measure is the Euclidean distance $d\left(x_{i}, x_{j}\right)=\left\|x_{i}-x_{j}\right\|^{2}$. The grouping tasks in this situation is equivalent to use a number of vectors to represent a data set such that each vector locates at the center of each group or cluster. The existing algorithms for the purpose can be classified into two types. One is usually called incremental/hierarchical/dynamic clustering [21, 19, 35] or competitive learning [29]. The key point is incrementally adding one cluster center once a newly coming sample is regarded to be far beyond a threshold. This type is easy to implement and the number of clusters is decided dynamically. However, the performances highly depend on the initialization and the specific way that those clusters grows up.

The other type of clustering algorithms considers all the possible cluster centers in parallel via minimizing the mean square distances or a global measure on all the samples. However, the complexity of finding the global minimum grows exponentially with the number of clusters, and thus the problem is usually tackled by a heuristic algorithm that usually produces a solution at a local minimum. A typical example is the KMEAN algorithm [21,19] and variants, which is also called Vector Quantization (VQ) in literature of speech and image processing [51, 60]. Such a task is equivalently tackled under the name of competitive learning in the literature of neural networks $[1,107]$. The KMEAN algorithm has also been adopted and modified in the literature of data mining as one of most popular tools for compressing, categorizing, and organizing data, with emphasis on scaleable ability for a large database [22]. Readers are referred to these cited textbooks, survey papers and references, particularly to a recent survey paper [45] on multimedia data processing.

In this paper, we emphasize certain essential issues in real applications and especially in multimedia data processing. Specifically, two issues will introduce below and several other issues in Sec.3.2.

- Deciding the number of clusters The KMEAN algorithm and others work well only when a correct number $k$ of clusters are pre-given. We can get a very poor performance with a wrong data structure found if we do not know this number and thus set $k$ inappropriately [104]. Moreover, on a training set of samples of $x$, though using a large $k$ may apparently result in a smaller mean square error, it usually generalizes badly on new samples from data, especially in a changing environment. A possible solution to the problem is to choose a best $k^{*}$ by a selection criterion. Many heuristic criteria have been proposed in the statistic literature [ $24,57,58,76,72]$. Recently, based the Bayesian YingYang learning, a simple criterion has been also obtained in companion with the KMEAN algorithm as follow [90]:

$$
\begin{equation*}
\min _{k} J(k), J(k)=\ln k+0.5 d \ln E_{M S E}^{2}, \tag{29}
\end{equation*}
$$

where $d$ is the dimension of $x$ and $E_{M S E}^{2}$ is the mean square error.
However, any selection criterion suffers a large computational cost since we need to make clustering at a number of different value of $k$, even though such a process can be organized in a more efficient way, e.g., embedding the evaluation of the selection measure during clustering as did in ISODATA[4]. Alternatively, proposed firstly in 1992 [104], the so called rival penalized competitive learning (RPCL) solves this problem with the correct number $k^{*}$ determined automatically during learning for an initial $k$ that is large enough, in the sense that extra units are driven far away from data due to appropriately penalized learning on the rival. Later, RPCL has been adopted to various applications, including information retrieval in image databases[48, 41, 46], Plant diagnosis[26], nonlinear financial prediction, and hidden Markov model [13,12], clustering, vector quautization, object classification in 3-D images, scene segmentation in 2D \& 3D image as well as multidimensional data [9, 49, 14, 54]. Also, following the initial suggestion in [104] for training RBF net, a number of authors have used or recommended RPCL algorithm for the training of various RBF nets $[6,10,112,11$, $47,9]$. Subsequently, we will further introduce various RPCL extensions to elliptic clustering and subspace structure based nonhomogeneous grouping as well as its relation to the BYY harmony learning.

- Fast implementation in a binary tree In data mining on a large database with data of high dimension, a clustering algorithm that can be fast implemented is preferred. Also, the clusters should be well indexed and thus can be retrieved conveniently. A so called hierarchical PCA [97, 96] for vector quantization provides a solution for such demands. By this technique, a binary clustering tree is formed by recursively splitting a set $D_{c}$ of samples associated with the current node into two subsets that associate two son nodes such that samples of each part locate on each side of a hyperplane that passes the mean of $D_{c}$ and is perpendicular to the principal component direction of $D_{c}$. After each split, the node
associated with $D_{c}$ is marked CLOSED. Moreover, we can compute the value of $J(k)$ by the above eq. (29) and check whether $J(k)$ turns to increase. If not, the two sons are marked OPEN. Otherwise, we stop and discard the two sons. Next we go to another OPEN node in either the depth-first or the breadth-first way [67]. The root node of the tree is associated with the entire data set of samples. The tree grows as such until $J(k)$ turns to increase on all the OPEN nodes. Such a technique of forming a data tree can be used for fast indexing and retrieving in multimedia data processing.


### 3.2 Gaussian Mixture, EM Variants and Eliptic RPCL learning

- Gaussian Mixture and EM Algorithm The above discussed algorithms apply to homogeneous data with each being spherical Gaussian and sharing a same or similar portion of samples. Studies in the literatures have also been made on extending the KMEAN algorithm and competitive learning algorithms to clusters of the so called elliptic shapes. Most of these studies can be related to the special cases of the ML learning on Gaussian mixture

$$
\begin{equation*}
p\left(x_{t} \mid \theta\right)=\sum_{j=1}^{k} \alpha_{j} G\left(x \mid m_{j}, \Sigma_{j}\right) \tag{30}
\end{equation*}
$$

in help of the EM algorithm [18, 70, 56] with good convergence properties [92]. E.g., in [90], a simplified EM algorithm on Gaussian mixture is shown to extend the KMEAN algorithm to elliptic clustering. Actually, density estimation by a Gaussian mixture covers the various tasks of clustering with each group represented in a Guassian $G\left(x \mid m_{j}, \Sigma_{j}\right)$. It not only provides more accurate clustering results but also sophisticated data structure via. $\Sigma_{j}$. As a popular topic, Gaussian mixture with the EM algorithms has been both extensively studied and widely used in many fields. The readers are referred to [45] for its applications in multimedia data processing and to $[18,70,56]$ in a broad scope. Here, we add on several results that improve the generalization ability of learning.

- Three Variants of The EM algorithm From BYY learning [90, 83, 81], we get as follows:
(a) Re-weighted EM We can replace the likelihood $N^{-1} \sum_{t} \ln p\left(x_{t} \mid \theta\right)$ by the general convex likelihood $N^{-1} \sum_{t} f\left(p\left(x_{t} \mid \theta\right)\right)$ with a convex function $f^{\prime}(r)>$ $0, f^{\prime \prime}(r)<0, r>0$. We maximize this likelihood on a Gaussian mixture $p\left(x_{t} \mid \theta\right)$ by a so called re-weighted EM algorithm in [90] since a re-weighting factor is attached to each sample, which was shown empirically to be more robust than the ML learning via the original EM algorithm, especially when $f(r)=r^{\beta}, \beta<1$.
(b) Smoothed EM The performance of the ML learning will degenerate considerably on a set of finite number of high dimensional samples. To solve the problem, a so called smoothed ML learning is proposed, which replaces the likelihood function $N^{-1} \sum_{t} \ln p\left(x_{t} \mid \theta\right)$ with an integral $\int p_{h}(x) \ln p\left(x_{t} \mid \theta\right) d x$ and $p_{h}(x)$ given by a Parzen window estimator [83, 81]. Moreover, we are lead to a modified EM algorithm that simply modifies the original EM algorithm at its M-step with its updating on each $\Sigma_{j}$ added a smoothing parameter $h$ to its
diagonal elements. Furthermore, after each iteration of the E-step and M-step, we can also update the parameter $h$ via a simple one dimensional search [83, 81].
(c) De-learning EM Another special case of BYY harmony learning on Gaussian mixture, also taking the effect of finite number of high dimensional samples in consideration, avoids the smoothing parameter $h$ with its role replaced by a de-learning in the M-step.

To illustrate, we provide a unified adaptive EM-like procedure that covers all the above three algorithms:

$$
\begin{align*}
& E \text { Step : } j_{c}=\arg \max _{j}\left[\ln G\left(x \mid m_{j}, \Sigma_{j}\right)+\ln \alpha_{j}\right], \\
& M \text { Step }: m_{j_{c}}^{n e w}=m_{j_{c}}^{\text {old }}+\eta\left(x-m_{j_{c}}^{\text {old }}\right) \\
& \Sigma_{j_{c}}^{\text {new }}=(1-\eta) \Sigma_{j_{c}}^{\text {old }}+\eta\left[h I+\left(x-m_{j_{c}}^{\text {old }}\right)\left(x-m_{j_{c}}^{\text {old }}\right)^{T}\right] . \tag{31}
\end{align*}
$$

Specifically, it implements the smooth EM with a constant step size $\eta>0$, together with $h>0$ updated via a simple one dimensional search [83, 81]. Moreover, when $h=0$, according to different settings of $\eta>0$, it acts as:
(1) An elliptic adaptive KMEAN algorithm for a constant step size $\eta>0$;
(2) An adaptive re-weighted EM algorithm as in [90] for $\eta=f^{\prime}\left(p\left(x_{t} \mid \theta\right)\right)$ $p\left(x_{t} \mid \theta\right) \eta_{0}>0$ with $\eta_{0}$ being a constant;
(3) An adaptive de-learning EM algorithm as in [81] for $\eta=\eta_{0} \eta_{t}>0$, where $\eta_{t}$ is in the form of eq.(24) but with $\gamma_{t}=p\left(x_{t} \mid \theta\right)$ and $S_{q}=\sum_{t} p\left(x_{t} \mid \theta\right)$. Again, $S_{q}$ can be approximated by adaptively updating $S_{q}(t+1)=(1-\lambda) S_{q}(t)+p\left(x_{t} \mid \theta\right)$.

- Selection of Gaussians Similar to the homogeneous clustering, how to decide the number $k$ of Gaussian is an essential issue for a good performance of Gaussian mixture. Again, one solution is to choose a best $k^{*}$ by a selection criterion. In [90], such a criterion is obtained as follow:

$$
\begin{equation*}
\min _{k} J(k), J(k)=0.5 \sum_{j=1}^{k} \alpha_{j} \ln \left|\Sigma_{j}\right|-\sum_{j=1}^{k} \alpha_{j} \ln \alpha_{j} . \tag{32}
\end{equation*}
$$

- Elliptic RPCL learning and BYY harmony Learning Also, the correct number $k^{*}$ of Gaussians can be determined automatically during learning in help of extending RPCL learning [104] to the cases of any elliptic shapes and in any portion of samples $[95,85,81]$. As a result, we have the following elliptic RPCL algorithm:

$$
\begin{align*}
& \text { Step } 1: j_{c}=\arg \max _{j} d_{j}(x), j_{r}=\arg \max _{j \neq j_{c}} d_{j}(x), d_{j}(x)=-\ln \left[G\left(x \mid m_{j}, \Sigma_{j}\right) \alpha_{j}\right], \\
& \text { Step } 2: m_{j_{c}}^{\text {new }}=m_{j_{c}}^{\text {old }}+\eta_{c}\left(x-m_{j_{c}}^{\text {old }}\right), m_{j_{r}}^{\text {new }}=m_{j_{r}}^{\text {old }}-\eta_{r}\left(x-m_{j_{r}}^{\text {old }}\right), \\
& \quad S_{j_{c}}^{\text {new }}=S_{j_{c}}^{o l d}+\eta_{c} \Delta S_{j_{c}}, S_{j_{r}}^{\text {new }}=S_{j_{r}}^{\text {old }}-\eta_{r} \Delta S_{j_{r}}, \tag{33}
\end{align*}
$$

where the learning rate $\eta_{c}$ is much smaller than the de-learning rate $\eta_{r}$, e.g., $8 \leq \eta_{c} / \eta_{r} \leq 15$. Also, we indirectly compute $\Sigma_{j}=S_{j} S_{j}^{T}$ via updating $S_{j}$ in order to guarantee that $\Sigma_{j_{c}}=S_{j_{c}} S_{j_{c}}^{T}$ remains semi-positive definitive. In eq.(33), $\Delta S_{j}$ is the gradient direction given as follows:

$$
\Delta S_{j}=\nabla_{S_{j}} \ln G\left(x \mid m_{j}, \Sigma_{j}\right)=\left\{\Sigma_{j}^{-1}\left[h I+\left(x-m_{j}\right)\left(x-m_{j}\right)^{T}\right] \Sigma_{j}^{-1}-\Sigma_{j}^{-1}\right\} S_{j} .
$$

In implementing, we can always keep $S_{j}$ in storage or get it at each updating by decomposing $\Sigma_{j}$ that is always keep $S_{j}$ in storage. In the latter case, the updating on $S_{j_{c}}$ can also be replaced by $\Sigma_{j_{c}}^{\text {new }}=\left(1-\eta_{c}\right) \Sigma_{j_{c}}^{\text {old }}+\eta_{c}\left[h I+\left(x-m_{j_{c}}^{\text {old }}\right)(x-\right.$ $\left.m_{j_{c}}^{o l d}\right)^{T}$ ], and eq.(33) degenerates back to eq.(31) when $\eta_{r}=0$. Moreover, we can also let $\eta_{r}$ to be different for $m_{j}$ and for $\Sigma_{j}$, even when $\eta_{r}=0$ for $\Sigma_{j}$ but $\eta_{r}>0$ for $m_{j}$.

The role of $h$ is same as above discussed. When $h>0$, we get the smoothed RPCL learning. Also, we can let $\eta_{c}=f^{\prime}\left(p\left(x_{t} \mid \theta\right)\right) p\left(x_{t} \mid \theta\right) \eta_{0, c}>0$ and $\eta_{r}=$ $f^{\prime}\left(p\left(x_{t} \mid \theta\right)\right) p\left(x_{t} \mid \theta\right) \eta_{0, r}>0$ to get the robust feature of the Re-weighted EM algorithm. Though, RPCL is originally proposed heuristically [104], it has been shown that it is qualitatively equivalent to a special case of the general RPCL learning algorithm obtained from the BYY harmony learning [82, 83] and thus get a guide for determining the learning rate $\eta_{c}$ and de-learning rate $\eta_{r}$.

## 4 Task 3: Mining Dependences within Local Groups

We can get the dependence structure among components locally on each cluster in data. One way to do so is anyone of the algorithms in Sec. 3.2 for nonhomogeneous grouping to get every covariance matrix $\Sigma_{j}$ and then get local dependence structures based on $\Sigma_{j}$. However, since $\Sigma_{j}$ contains only the 2 nd order statistics, based $\Sigma_{j}$ we can not implement local ICA or find a local nonlinear dependence structure. Moreover, even theoretically we can get a linear dependence structure based on $\Sigma_{j}$, not only it wastes many computing costs on getting $\Sigma_{j}$, but also it may result in a bad estimate when the dimension $d$ of $x$ is high, because each $\Sigma_{j}$ contains $d(d+1) / 2$ parameters to be specified, which needs a large number of samples to avoid the resulted $\Sigma_{j}$ to be singular.

A better alternative is to make a nonhomogeneous clustering based on mining local dependence structures that are locally within much lower dimensional subspaces. Specifically, we can get the local extensions of those algorithms in Sec.2.

### 4.1 Local PCA, Competitive ICA and Modular Models

- Local PCA and Local PSA In [109], PCA and PSA are used for local subspace representation of data in pattern recognition. In [100, 101, 96], local PCA is also used for fitting a number of lines and hyperplanes.

Provide that $m_{j}$ is the center of the $j$-th cluster, the diagonal elements of the diagonal matrix $A_{j}$ are the $d_{j}$ largest eigen-values, and the $d_{j}$ row vectors of $W_{j}$ are the corresponding eigen-vectors, we define the following subspace based distance

$$
\begin{equation*}
d_{j}(x)=\left[W_{j}\left(x-m_{j}\right)\right]^{T} A_{j}^{-1} W_{j}\left(x-m_{j}\right) \tag{34}
\end{equation*}
$$

and then use eq.(33) for implementing local PCA with

$$
\begin{equation*}
\Lambda_{j}=S_{j} S_{j}^{T}, \Delta S_{j}=S_{j}^{-1} \operatorname{diag}\left[\left(h I+W_{j}\left(x-m_{j}\right)\left(x-m_{j}\right)^{T} W_{j}^{T}\right)-\Lambda_{j}\right] \tag{35}
\end{equation*}
$$

where $S_{j}$ is diagonal and $\operatorname{diag}[A]$ means a diagonal matrix that takes the diagonal part of $A$. Moreover, at each location we update as follows

$$
\begin{equation*}
\text { Step 3: } \quad W_{j_{c}}^{\text {new }}=W_{j_{c}}^{\text {old }}+\eta_{c} \Delta W_{j_{c}}^{p c a}, W_{j_{r}}^{\text {new }}=W_{j_{r}}^{\text {old }}+\eta_{r} \Delta W_{j_{r}}^{m c a} \tag{36}
\end{equation*}
$$

where $\Delta W_{j_{c}}^{p c a}$ can use one existing stable adaptive PCA learning rule on $x_{j_{c}}^{\prime}=$ $x-m_{j_{c}}$ with a linear net $W_{j_{c}}^{p c a} x_{j_{c}}^{\prime}$, and $\Delta W_{j_{r}}^{m c a}$ can use one existing stable adaptive MCA learning rule on $x_{j_{r}}^{\prime}=x-m_{j_{r}}$ with a linear net $W_{j_{r}}^{m c a} x_{j_{r}}^{\prime}$. Particularly, we can get local PSA as a special case by simply setting $\Lambda_{j}=\lambda$.

- Competitive ICA Instead of exploring local de-correlation structures by Local PCA, we can also explore local independent structures via a so called competitive ICA algorithm:

$$
\begin{array}{ll}
\text { Step } & 1: j_{*}=\arg \max _{j}\left[0.5 \ln \left|W_{j} W_{j}^{T}\right|+\ln q\left(W_{j} x+\mu_{j} \mid \theta_{y}\right)\right]  \tag{37}\\
\text { Step } & 2: W_{j_{*}}^{\text {new }}=W_{j_{*}}^{\text {old }}+\eta\left[I+\phi\left(y^{*}\right)\left(W_{j_{*}}^{\text {old }} x_{t}\right)^{T}\right] W_{j_{*}}^{\text {old }} \\
& \phi(y)=\nabla_{y} \ln q\left(y \mid \theta_{y}\right), y^{*}=W_{j_{*}}^{\text {old }} x+\mu_{j_{*}}^{\text {old }} \\
& \mu_{j_{*}}^{\text {new }}=\mu_{j_{*}}^{\text {old }}+\eta \phi\left(\hat{y}_{t}\right), \theta_{y}^{\text {new }}=\theta_{y}^{\text {old }}+\eta \nabla_{\theta_{y}} \ln q\left(W_{j} x+\mu_{j} \mid \theta_{y}\right)
\end{array}
$$

For a fixed $j$, Step 2 is the same as the learning parametric mixture based ICA $[88,86]$, where a finite mixture is used as $q\left(y^{(j)} \mid \theta_{y}^{(j)}\right)$, with $\theta_{y}$ updated by an EM-like algorithm during updating $W_{j}$. Moreover, we can also generalize it to competitive temporal ICA for handling temporal situation [80].

- Modular Supervised Learning: RBF net, mixture-of-experts, and support vectors Local dependence structures can also be built via supervised learning on modular models such as the radial basis function (RBF) [59, 61, 102], nonparametric kernel regression [20, 102], the mixture-of-expert (ME) models [34, 37, 38], and support vector machine [79]. Similar to the previously discussed unsupervised learning examples, these supervised modular models also build dependence structures among components based on local properties of data. E.g., the conventional learning on RBF nets is made usually in two sequential steps. The first step decides the centers of basis functions usually via certain clustering algorithm, and the second step determines the parameters of the output layers by the least square learning. Such a two-step algorithm actually provides a suboptimal solution. Extensive literatures are available on these supervised learning models. For a more detailed introduction, readers are referred to [108] for an early survey and to [81] for a recent discussion on the relation between these models.

Here we summarize several results on training these models by either adaptive EM-like algorithms or RPCL related algorithms:
(a) The mixture-of-expert (ME) model $[34,37,38]$ implements forward mapping by a number of local experts that are engaged in via a probabilistic controlling of a so called gating net, with each individual expert being a three layer net. Moreover, an alternative ME model is further proposed [98, 69, 84] such that learning can be made completely by the EM algorithm in the case that each expert is described by a Gaussian with a linear regression, while the training on
the gating net of the original ME is trained by a gradient-based algorithm but not by the EM algorithm.
(b) The normalized RBF nets and the extended normalized RBF nets are shown in [84] to be regarded as special cases of the alternative mixture-of-expert (ME) model, and thus can be trained by ML learning by the EM algorithm, instead of the conventional two-step method. Moreover, the hard-cut EM algorithm and adaptive EM-like algorithms have been proposed for fast learning on not only these RBF nets but also both the original and alternative ME models in help of a so called coordinated competition [84].
(c) In $[82,81]$, all the above studies are be related to the Bayesian YingYang harmony learning as special cases. As a result, their learning algorithms can be replaced by their corresponding RPCL-type learning algorithms that perform parameter learning with automated model selection on experts or basis functions. Also, criteria are obtained in a way similar to eq.(19).
(d) In [102], nonparametric kernel regression [20] is shown to be a special case of the normalized RBF nets such that several previous results on kernel regression can be brought to provide certain understandings on the normalized RBF nets. Recently in [81], such a link is revisited from the perspective of using the above discussed learning algorithms on generalizing kernel regression technique, resulting in not only an easily implemented approach for determining the smoothing parameter in kernel regression, but also an alternative approach to select supporting vectors in the popular supporting vector machines for a better generalization.

### 4.2 Local MCA-MSA and Curve Detection

As a dual to local PCA-PSA discussed in Sec.4.1, local MCA-MSA can be used for local subspace representation of data [109], for fitting curve, hyperplane and hypersurface [107] and detecting a number of curves, hyperplanes and hypersurfaces at different locations [104, 100, 101, 96].

Moreover, as a dual to the RPCL algorithm in Sec.4.1, local MCA-MSA can also be implemented by RPCL learning. Specifically, we can replace eq.(34) by

$$
\begin{equation*}
d_{j}(x)=\left\|\left(I-W_{j}^{T} W_{j}\right)\left(x-m_{j}\right)\right\|^{2} \tag{38}
\end{equation*}
$$

and then use eq.(33) with eq.(35) for learning. The difference is that eq.(36) is replaced by

$$
\begin{equation*}
\text { Step 3: } W_{j_{c}}^{\text {new }}=W_{j_{c}}^{\text {old }}+\eta_{c} \Delta W_{j_{c}}^{m c a}, W_{j_{r}}^{\text {new }}=W_{j_{r}}^{\text {old }}+\eta_{r} \Delta W_{j_{r}}^{p c a} \tag{39}
\end{equation*}
$$

where the positions of using a PCA rule and a MCA rule are swapped.
Taking curve detection as an example, this technique provides an alternative to the Hough transform-like technique on detecting curves on image in noisy environment $[111,105]$. Such tasks may be implemented in two ways. One is to use the trick in [107] to transfer a curve into a form such that the above local MCA can be used directly. E.g., for detecting a quadratic curve such as circles or ellipses, we consider the equation $a_{j} x^{2}+b_{j} x y+c_{j} y^{2}+d_{j} x+e_{j} y+$
$f_{j}=0$ and rewrite it into $w_{j}^{T}\left(x-m_{j}\right)=0$ with $x=\left[x^{2}, x y, y^{2}, x, y\right]^{T}$ and $w_{j}=\left[a_{j}, b_{j}, c_{j}, d_{j}, e_{j}\right]^{T}$, and then. Therefore, we can perform a local MCA by the above algorithm at a special case that each $W_{j}$ consists of only one vector of $w_{j}$. After learning, we turn each resulted $w_{j}$ into parameters of curve with $f_{j}=-w_{j}^{T} m_{j}$.

Another way is to define $d\left(x, \theta_{j}\right)$ as the shortest distance from $x$ to the $j$-th curve represented by $\theta_{j}$, and then use RPCL learning as follows

$$
\begin{align*}
& \text { Step } 1: j_{c}=\arg \max _{j} d\left(x, \theta_{j}\right), j_{r}=\arg \max _{j \neq c} d\left(x, \theta_{j}\right),  \tag{40}\\
& \text { Step } 2: \theta_{j_{c}}^{\text {new }}=\theta_{j_{c}}^{\text {old }}+\eta_{c} \nabla_{\theta_{j_{c}}} d_{j}\left(x, \theta_{j_{c}}\right), \theta_{j_{r}}^{\text {new }}=\theta_{j_{r}}^{o l d}-\eta_{r} \nabla_{\theta_{j_{r}}} d_{j}\left(x, \theta_{j_{r}}\right) .
\end{align*}
$$

More generally, in the so called Multi-sets modeling [95], $d\left(x, \theta_{j}\right)$ can be the shortest distance from $x$ to the $j$-th object described in a general set, and we use eq.(40) for learning.

### 4.3 Local Backward Mapping and Competitive LMSER

- Backward mapping: Local DFA and Local Independent FA The advantage of using a Gaussian mixture for mining groups and the advantage of using the factor model eq.(20) for mining the dependence structure can be combined. We consider the following two possibilities:

$$
p\left(x_{t} \mid \theta\right)=\sum_{j=1}^{k} \alpha_{j} \begin{cases}\int G\left(x \mid A_{j} y+m_{j}, \Sigma_{j}\right) G(y \mid 0, I) d y & \text { (a) }  \tag{41}\\ \int G(x \mid A y, \Sigma) G\left(y \mid \mu_{j}, A_{j}\right) d y\end{cases}
$$

In the case (a), at each location $m_{j}$, each Gaussian is decomposed into a local DFA model

$$
\begin{equation*}
x=m_{j}+A_{j} y_{j}+e_{j}, \tag{42}
\end{equation*}
$$

where $e_{j}$ is a Gaussian noise of zero mean and covariance matrix $\Sigma_{j}$. Thus, similar to a DFA previously discussed in Sec.2.4, there is still indeterminacy on rotation and scale at every location. This situation is removed by in the case (b) in eq.(41) where a Gaussian mixture factor $\sum_{j=1}^{k} \alpha_{j} G\left(y \mid \mu_{j}, \Pi_{j}\right)$ is mapped to $x$ via a common $x=A y+e$ or equivalently each local DFA locates at $A \mu_{j}$. Due to the constraint of this common mapping, the indeterminacy on rotation at every location is removed except the singular case that the distribution is same at each location.

Moreover, the local structure based Gaussian mixture in eq.(41) can be further extended to nonGaussian finite mixture $p(x \mid \theta)=\sum_{j=1}^{k} \alpha_{j} p\left(x \mid \theta_{j}\right)$ by letting $G\left(y_{j} \mid 0, I\right)$ or $G\left(y \mid \mu_{j}, \Lambda_{j}\right)$ replaced by the independent factor eq.(1), which leads to two corresponding local independent FA models.

Furthermore, we can combine eq.(31) and eq.(21) to get a double loop EMlike adaptive algorithm for implementing learning on local DFA and independent

FA. Taking the case (a) as an example, we have

$$
\begin{aligned}
& \text { E Step: } j_{c}=\arg \max _{j}\left[\ln p\left(x \mid \theta_{j}\right)+\ln \alpha_{j}\right], \\
& \qquad p\left(x \mid \theta_{j}\right)= \begin{cases}\int G\left(x \mid A_{j} y_{j}+m_{j}, \Sigma_{j}\right) G\left(y_{j} \mid 0, I\right) d y_{j}, & \text { Gaussian, } \\
\int G\left(x \mid A_{j} y_{j}+m_{j}, \Sigma_{j}\right) q\left(y \mid \theta_{y, j}\right) d y, & q\left(y \mid \theta_{y, j}\right) \text { given by eq.(1), }\end{cases}
\end{aligned}
$$

$M$ Step : implement the inner E step and M step in eq.(21) once, with
$A_{j_{c}}$ as $A, x-m_{j_{c}}$ as $x, \Sigma_{j_{c}}$ as $\Sigma_{e}, \theta_{y, j}$ as $\theta_{y}$,
Then, update $m_{j_{c}}^{\text {new }}=m_{j_{c}}^{\text {old }}+\eta\left(x-m_{j_{c}}^{\text {old }}\right)$.

- Bi-directional Mapping: Competitive LMSER We can extend the LMSER learning eq.(26) to the local models at different $m_{j}$. Similar to eq.(43), we can get the following double loop EM-like adaptive algorithm for learning, with its E step in the outer loop implementing competition each time a sample comes:

$$
\begin{aligned}
E & \text { Step }: j_{c}=\arg \max _{j} J\left(A_{j}, W_{j},\left\{q_{j, r}\right\}\right), \quad y_{t}=W_{j}\left(x_{t}-m_{j}\right), \\
& J\left(A_{j}, W_{j},\left\{q_{j, r}\right\}\right)=0.5 d \ln \sigma_{j}^{2}+0.5 \sigma_{j}^{-2}\left\|x_{t}-A_{j} S\left(y_{t}\right)\right\|^{2} \\
& -\sum_{r=1}^{d_{j}}\left[y_{t}^{(r)} \ln q_{j, r}+\left(1-q_{j, r}\right) \ln \left(1-y_{t}^{(r)}\right)\right],
\end{aligned}
$$

$M$ Step: implement the inner E step and M step in eq.(27) once, with $A_{j_{c}}$ as $A, W_{j_{c}}$ as $W, x_{t}-m_{j_{c}}$ as $x_{t}, \sigma_{j_{c}}^{2}$ as $\sigma^{2}, q_{j, r}$ as $q_{r}$, Then, update $m_{j_{c}}^{\text {new }}=m_{j_{c}}^{\text {old }}+\eta\left(x-m_{j_{c}}^{\text {old }}\right)$.

## 5 Tasks 4 \& 5: Topologically Organized Groups and Local Dependence Structures

Another important data structure consists of topological relations among groups or clusters. Early efforts can also be traced back several decades. Roughly, these studies originated along two lines. One is for reducing high dimensional data into lower dimension such that topological relations among samples can be reserved for statistic data analysis and engineering purpose. Several heuristic techniques were proposed. Among them, a typical representative is called Samon mapping [73]. The other line is motivated by mathematical modeling biological striate cortex. A typical work is Malsburg's self-organization of orientation sensitive cells [52]. A breakthrough advance, that is able both to model self-organized formation of topological feature maps in biological system and to apply to data analysis with efficient computing, is the well known Kohonen map [43, 42].

In the past decade, several efforts have been further made in the literature of neural networks for implementing Samon-type mapping in help of nonlinear architecture of neural networks $[66,53,71]$. Moreover, very extensive studies on topological map have been made on Kohonen map, which actually forms a major stream of unsupervised learning in the literature of neural networks, as shown by the main theme of this series of workshops. Readers are referred to papers in the workshops' proceedings and other vast volumes on this theme in the neural network literature.

Here, we only incompletely mention three lines of developments that relate to the local dependence mining methods discussed in Sec.4. One is extending the lattice map architecture to more sophisticated architectures. An early attempt is made in 1990 for training a number of Kohonen maps that are automatically organized in a pipe-line architecture during learning [110]. Further developments along this direction include Kohonen map tree [44] and the Growing Grid or gas [25]. The another line is to combine the feature of Kohonen map with Gaussian mixture such as given in [7]. Another line that deserves to mention is applying certain advanced mathematical results on deformation analyses to interpret and evolve self-organization map [50].

It may deserve to mention that few efforts has been made in the existing literature on combining the tasks of mining local dependence structures into the formation of topological structure yet, which should be a promising direction of developments of studies on self-organizing map.
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