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Abstract Three Bayesian related approaches, namely,
variational Bayesian (VB), minimum message length
(MML) and Bayesian Ying-Yang (BYY) harmony learn-
ing, have been applied to automatically determining
an appropriate number of components during learning
Gaussian mixture model (GMM). This paper aims to
provide a comparative investigation on these approaches
with not only a Jeffreys prior but also a conjugate
Dirichlet-Normal-Wishart (DNW) prior on GMM. In
addition to adopting the existing algorithms either di-
rectly or with some modifications, the algorithm for
VB with Jeffreys prior and the algorithm for BYY with
DNW prior are developed in this paper to fill the miss-
ing gap. The performances of automatic model selection
are evaluated through extensive experiments, with sev-
eral empirical findings: 1) Considering priors merely on
the mixing weights, each of three approaches makes bi-
ased mistakes, while considering priors on all the pa-
rameters of GMM makes each approach reduce its bias
and also improve its performance. 2) As Jeffreys prior is
replaced by the DNW prior, all the three approaches
improve their performances. Moreover, Jeffreys prior
makes MML slightly better than VB, while the DNW
prior makes VB better than MML. 3) As the hyper-
parameters of DNW prior are further optimized by each
of its own learning principle, BYY improves its perfor-
mances while VB and MML deteriorate their perfor-
mances when there are too many free hyper-parameters.
Actually, VB and MML lack a good guide for optimizing
the hyper-parameters of DNW prior. 4) BYY consider-
ably outperforms both VB and MML for any type of
priors and whether hyper-parameters are optimized. Be-
ing different from VB and MML that rely on appropriate
priors to perform model selection, BY'Y does not highly
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depend on the type of priors. It has model selection
ability even without priors and performs already very
well with Jeffreys prior, and incrementally improves as
Jeffreys prior is replaced by the DNW prior. Finally,
all algorithms are applied on the Berkeley segmentation
database of real world images. Again, BY'Y considerably
outperforms both VB and MML, especially in detecting
the objects of interest from a confusing background.

Keywords Bayesian Ying-Yang (BYY) harmony
learning, variational Bayesian (VB), minimum message
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1 Introduction

Gaussian mixture model (GMM) [1,2] has been widely
applied to clustering, object detection, image segmenta-
tion, marketing analysis, speaker identification, and op-
tical character recognition, etc. [3-5]. Learning a GMM
includes parameter learning for estimating all the un-
known parameters and model selection for determining
the number k of Gaussian components. Parameter learn-
ing is usually implemented under the maximum likeli-
hood principle by an expectation-maximization (EM)
algorithm [2,6,7]. A conventional model selection ap-
proach is featured by a two-stage implementation. The
first stage enumerates k to get a set M of candidate
models with the unknown parameters of each candidate
estimated by the EM algorithm. In the second stage, one
best candidate is selected by a model selection criterion.
Examples of such criteria include Akaike’s information
criterion (AIC) [8], Bayesian inference criterion (BIC)
[9], minimum description length (MDL) criterion [10,11]
(which stems from another viewpoint but coincides with
BIC when it is simplified to an analytically computable
criterion), etc. However, this two-stage implementation
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suffers from a huge computation because it requires pa-
rameter learning for each k € M. Moreover, a larger k
often implies more unknown parameters, and then pa-
rameter estimation becomes less reliable so that the cri-
terion evaluation reduces its accuracy (see Sect. 2.1 in
Ref. [12] for a detailed discussion).

One road to tackle the problems is referred to auto-
matic model selection that automatically determines k
during parameter learning. An early effort is rival penal-
ized competitive learning (RPCL) [13-15] with the num-
ber k automatically determined during learning. More-
over, three Bayesian related approaches can be imple-
mented with a nature of automatic model selection. One
is Bayesian Ying-Yang (BYY) learning, proposed in Ref.
[16] and systematically developed in the past decade
and a half, which provides a general statistical learning
framework that can handle both parameter learning and
model selection under a best harmony principle. BYY is
capable of automatic model selection even without im-
posing any priors on the parameters, and its performance
can be further improved with appropriate priors incor-
porated according to a general guideline [12,17].

With the help of appropriate priors, efforts have been
made on minimum message length (MML) [18] and vari-
ational Bayes (VB) [19-21] for learning GMM with auto-
matic model selection. MML approach minimizes a two-
part message for a statement of model and a statement
of data encoded by that model, which involves a Fisher-
term computing the determinant of Fisher information
matrix [22,23]. Figueiredo and Jain in Ref. [18] developed
such an MML algorithm for GMM with a prior that is
the product of independent Jeffreys priors on the mix-
ing weights and the parameters in Gaussian components
individually, and the Fisher information matrix was ap-
proximated by a block-diagonal matrix. VB tackles the
difficulty in computing the marginal likelihood with a
lower bound by means of variational method. The ex-
isting VB algorithms for GMM [20,24] are featured by
a Dirichlet prior on mixing weights and an independent
Normal-Wishart (NW) prior on each Gaussian compo-
nent’s parameters.

Still, there is lack of a systematic comparative in-
vestigation on the relative strengths and weaknesses of
the above three Bayesian related approaches in term of
their automatic model selection performances. This pa-
per aims to make such a systematic comparison. We
consider GMM with two types of priors on its param-
eters. One is the Jeffreys prior on all GMM parameters,
which is a non-informative prior defined to be propor-
tional to the square root of the determinant of the Fisher
information, via approximately using a block-diagonal
complete data Fisher information given in Ref. [18]. The
other is a parametric conjugate prior [25], which im-
poses a Dirichlet prior on the mixing weights and a joint
Normal-Wishart prior, shortly denoted as DNW.

The algorithm for MML is adopted from Ref. [18], ei-
ther used directly or with some modification for DNW
prior. The algorithm for VB with DNW prior is a vari-
ant of the one in Ref. [20]. Instead of the independent
NW prior, this variant algorithm considers the joint NW
prior suggested in Ref. [25] to take the advantage of
conjugate distributions. Moreover, the BYY algorithm
for Jeffreys prior can be regarded as a special case of
the unified Ying-Yang learning procedure introduced in
Ref. [12] (see its Sect. 3.1 and especially Fig. 7). Still,
there are no available algorithms yet in the existing lit-
erature for implementing VB with Jeffreys prior and im-
plementing BYY with DNW prior. The corresponding
algorithms have been developed in this paper.

Without any priors on the parameters, maximum a
posteriori (MAP) approach, VB and MML all degener-
ate to maximum likelihood (ML) learning, and BYY is
still capable of automatic model selection. Further con-
sidering priors merely on the mixing weights, we have
several observations via simulation study. VB is better
than MML and MAP for a Jeffreys prior, but VB de-
teriorates to be inferior to both MML and MAP with
the Jeffreys replaced by a Dirichlet prior. For either Jef-
freys or Dirichlet prior, BYY considerably outperforms
MAP, VB and MML. For the Jeffreys, MAP and MML
bias to oversized models, while VB and BYY bias to
undersized models. For the Dirichlet, all the approaches
incline to oversized models. Moreover, optimizing the
hyper-parameters of the Dirichlet prior further improves
the performances of BYY, but brings down the other
approaches.

Next, we consider a full prior on all parameters. The
performances of automatic model selection are evaluated
through extensive experiments on a wide range of ran-
domly generated data sets, via controlling the hardness
of tasks performed by varying the dimension d of data,
the number N of samples, the number k* of Gaussian
components, and the overlap degree § of Gaussian com-
ponents. It is empirically found that considering priors
on all the parameters of GMM makes each approach
reduce its bias and also improve its performance. Com-
paring with Jeffreys priors, this performance increment
is more obvious as the Dirichlet is added with a joint
NW, such that a full DNW prior outperforms a full Jef-
freys prior for most approaches. The Jeffreys prior makes
MML slightly better than VB, while the DNW priors
make VB better than MML. BYY considerably outper-
forms the rest approaches for any type of priors and
whether or not hyper-parameters are optimized.

As the hyper-parameters of DNW prior are optimized
by each of its own learning principle, BY'Y further im-
proves its performance considerably and outperforms the
others significantly, which concurs with the nature that
learning hyper-parameters is a part of the entire BY'Y
harmony learning (see the learning procedure shown
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in Fig. 6(a) in Ref. [17] or in Fig. 5(a) in Ref. [26]).
Also, MAP improves its counterpart with the hyper-
parameters pre-fixed too, which could be understood
from the relation that MAP can be regarded as a de-
generated case of the BYY harmony learning (see Eq.
(A4) in Ref. [17] or Eq. (39) in Ref. [26]). However,
both VB and MML deteriorate when there are too many
free hyper-parameters, especially the performance of VB
drops drastically, becoming even inferior to MAP. The
reason is that VB and MML maximize the marginal like-
lihood via variational approximation and Laplace ap-
proximation respectively. Maximizing the marginal like-
lihood with respect to a free priori ¢(®|=) makes it tend
to the maximum likelihood, which is not good for op-
timizing the hyper-parameters, see Sect. 5.2. In other
words, VB and MML lack a good guide for optimizing
the hyper-parameters of DNW prior.

Finally, we apply all the algorithms to unsuper-
vised image segmentation on the Berkeley segmentation
database of real world images. The segmentation per-
formances are evaluated by the probabilistic Rand (PR)
index [27]. Again, BYY outperforms VB and MML con-
siderably, with a better ability to detect the objects of
interest that are even highly confused with the back-
ground. Still, the DNW prior results in a better per-
formance than the Jeffreys prior for all the three ap-
proaches, while BYY-DNW always performs the best.

The remainder of this paper is organized as follows.
Section 2 introduces GMM, model selection, and two
types of priors. Section 3 considers learning algorithms
of BYY, MML, and VB with Jeffreys prior. Section 4
further proceeds to learning algorithms for VB, MML,
and BYY with the Dirichlet prior on the mixing weights
and the DNW prior on all the parameters of GMM. Sec-
tion 5 is devoted to experimentally evaluate the per-
formances of automatic model selection by these algo-
rithms through a wide range of synthetic data sets and
the Berkeley segmentation database. Finally, concluding
remarks are made in Sect. 6.

2 Gaussian mixture, model selection, and
using priors

2.1 Gaussian mixture model and EM algorithm

GMM [1] assumes that an observation € RY is dis-
tributed as a linear mixture of &k Gaussian distributions,
ie.,

q(x]|®) =

Zal (x|6,),

(w‘ll;zw i 1)
_ (21;i|)d/2 exp {_%(m = i) Ti(x — pa) | (1)

q(x|0:) =
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with parameters @ = a U {6;}_,, a = [a1,..., 4] 7,
and 0; = (w;, T;). Therein «; is the mixing weight for
the ith component with each a; > 0 and Zf:l a; =1,
and G(z|p, T1) denotes a Gaussian density with a
mean g and a precision (inverse covariance) matrix T'.
Each ¢(x|6;) is named as a component, and k refers to
the component number. Here and throughout this paper,
q(+) is used to denote a generative distribution, likelihood
or prior, while p(-) refers to a posterior distribution.

GMM can be also regarded as a latent wvari-
able model by introducing a binary latent vector
¥y = [y1,y2,.-,uk|T, subject to y; € {0,1},Vi, and
Zf:l y; = 1. The generative process of an obser-
vation x is interpreted as follows: 1) y is sampled
from a multinomial distribution with probabilities a =
[a1, az, ..., ax]T; 2) = is randomly generated by the fth
Gaussian components g(x|0y) with y, = 1. Therefore,
we have

k
9(z|y,®) =[] [G (olp: T )],

i=1

H aj'. (2)

The likelihood ¢(x|®) described in Eq. (1) can
also be computed by marginalizing ¢(x,y|®) =
q(z|y, ©)q(y|®) over y, ie., ¢(x|®) = > q(z,y[O).
For a set of i.i.d. samples Xy = {x;}}Y, from GMM,
there is correspondingly a set of latent variables Y =
{y ) and g(Xn, Y[©) = [}, q(m:|yr, ©)q(y:]©) =
[T, T [0 e s, T

Given Xy, there are three levels of inverse prob-
lems in GMM modeling [28]. The first level is the in-
ference of the component labels y. The second is the
estimation of the parameters ® given a fixed k, which
is usually implemented by maximizing the likelihood
(Xn|O®) = Hivzl q(x¢|®) with the help of the following
well known EM algorithm [2,6,7]:

E-step: fori=1,2,...;k,and t =1,2,...,

ol = a9 and get:
PG (wt|uold T01d —1)

Z e (:L't|p,°1d TOld )

q(y|®) =

N, let

Dit =

szt

M-step: Let s; = n; and ng = 0, update ® =
al {IJ”M 1—;}?:1:

Sq
QL = =)

i 2
ZJ 1Sj
ne
V= — E PitTt,
’L
E pzt Ty —
i — no

where ng is a given constant for a regularization pur-
pose, with ng = 0 for the maximum likelihood learning.

T = ) (e — T, (1)
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;?ld, other options of o! also lead to

different types of learning, as to be introduced in the
rest of this paper.

Instead of of = «

The third level is the determination of an appropri-
ate k. These three levels of inverse problems are hierar-
chically nested in order, with the third level being the
outmost.

2.2 Automatic model selection and three Bayesian
related approaches

Shortly, automatic model selection means to automat-
ically determine an appropriate k during parameter
learning. An early effort is RPCL [13-15]. The key idea
is that not only the winning Gaussian component moves
a little bit to adapt the current sample but also the rival
(i-e., the second winner) Gaussian component is repelled
a little bit from this sample to reduce a duplicated infor-
mation allocation. As a result, an extra Gaussian com-
ponent is driven far away from data, or equivalently its
mixing weight or proportion of samples that are allo-
cated to this component is driven towards zero. In gen-
eral, RPCL is applicable to any model that consists of
k individual substructures, with extra substructures dis-
carded by a rival penalized mechanism and thus model
selection made automatically [29-33].

According to its general formulation (see the last part
of Sect. 2.1 in Ref. [12] or pages 65-67 in Ref. [34]),
automatic model selection is a nature of learning a mix-
ture of k individual substructures with k initialized large
enough, by a learning rule or principle with the following
two features. First, there is an indicator on a subset of
parameters that actually represents a particular struc-
tural component, and the component is effectively dis-
carded if its corresponding indicator becomes zero. Sec-
ond, in implementation of this algorithm or principle,
there is an intrinsic mechanism that drives such an indi-
cator towards zero if the corresponding structure is re-
dundant and thus can be effectively discarded. As such,
three Bayesian related approaches can be implemented
with such a nature of automatic model selection.

MML approach [22,23] is mathematically equivalent
to a maximum a posteriori method that improves the
likelihood function ¢(X|®, k) by an improper prior that
modifies a proper prior ¢(@|k) into becoming propor-
tional to ¢(®)/|I(®)|*/? by the Fisher information ma-
trix I(®). Figueiredo and Jain in Ref. [18] proposed
such an MML algorithm for GMM with a Jeffreys
prior (MML-Jef), where I(®) is approximated by a
block-diagonal matrix. VB tackles the difficulty in com-
puting the marginal ¢(X|k) = [¢(X|©,k)q(©k)dO,
with a computable lower bound by means of variational
method. The existing VB algorithms for GMM [19-21]
are featured by a Dirichlet prior on mixing weights «;,

j = 1,2,...,k, and an independent Normal-Wishart
(NW) prior on each Gaussian component’s parameters.

BYY learning on typical structures leads to new model
selection criteria, new techniques for implementing regu-
larization and a class of algorithms that implement auto-
matic model selection during parameter learning. Details
are referred to Refs. [12,17,31-33,35]. Both MML and
VB perform automatic model selection based on appro-
priate priors ¢(®|k), as well as an approximated expres-
sion of I(®) by an analytical function of parameters.
Favorably, BYY is capable of automatic model selection
even without imposing any priors on the parameters, and
its performance can be further improved as appropriate
priors are incorporated according to a general guideline
[12,17].

Still, there is lack of a systematic comparative in-
vestigation on the relative strengths and weaknesses of
the above three Bayesian related approaches in term of
their automatic model selection performances. This pa-
per aims to make such a systematic comparison.

2.3 Jeffreys prior and Dirichlet-Normal-Wishart prior

We consider GMM in Eq. (1) with two types of priors
¢(©) on its parameters ©® = {«;, uj, T;}. One is the Jef-
freys prior, which is a non-informative prior defined to
be proportional to the determinant of the Fisher infor-
mation. The other is a parametric conjugate prior [25],
which imposes a Dirichlet prior on the mixing weights
o, a joint Normal-Wishart prior that consists of a Nor-
mal distribution on p; conditional on the Wishart dis-
tributed T3, and thus we shortly denote this conjugate
prior as DNW.
The Jeffreys prior is computed as

4(®) x /|1(©)],
9 Ing(Xn|©)

I(®)=-E 5)

() Ovec(®)dvec(@)T |’ 5)
where I(®) is the Fisher information matrix. Due to
the difficulty of getting an exact analytical expression of
I(0©), it is usually computed approximately.

We follow Ref. [18] to approximate I(®) by the fol-

lowing block-diagonal complete-data Fisher information
matrix I.(®) such that I.(®)—I(0®) is positive definite:

I.(®) =N x Block-DiaglaI.(01),a2I.(62),...,
OékIc(gk),Ic(OL)], (6)

k
PACHIE Y b AT | [ (7)
i=1

where I.(6;) is the Fisher information of the ith Gaus-
sian component, and I.(a) is the Fisher information of
the mixing weights. It follows from Eqs. (5)—(7) that

k —1 7k _
[11(®)] o< Nk [Tizy of ! [Tiz: T3 4,
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2(©) x NI o7 [T T E ()
where p = d + d(d + 1)/2 is the number of free param-
eters in each Gaussian component. Readers are referred
to Appendix B for an alternative perspective with Eq.
(8) derived from a block-diagonal approximation to the
Fisher information matrix of a lower bound of the like-
lihood function.

The DNW prior is expressed by

k
7(®) = D(alX, &) [[ Glpilms, T /BT, y), (9)
i=1

k
Dlal,€) = ( af*”>,
Hi:lr(gAi) =1
k
A=A Y =1 420,650, (10)
i=1
|®[F|T, 2 F 1
WTI.g) = EER e { g eme) |

6>0v>d-1,

where T'(-) is the Gamma function, and T'4(-) is
the generalized Gamma function with T'q(a/2) =
add—1)/4 H?:l F(af%_Jrl).

It follows from Ref. [25] that the independent NW
prior used in Ref. [20] is not conjugate to Gaussian like-
lihood when both mean and precision of a Gaussian are
unknown. To take the advantage of conjugate distribu-
tions, this paper considers the joint NW prior suggested
in Ref. [25]. For the Normal priori G(p;|m;, T, */3) on
the mean vectors p;, this paper considers two alterna-
tives. Following Refs. [20,24,25], one considers the same
m for all the mean vectors u;. Also, we relax
each m; to be freely adapted instead of being bundled
together.

m; =

3 Algorithms with Jeffreys priors
3.1 BYY harmony learning and BYY-Jef algorithms

Firstly proposed in Ref. [16] and systematically devel-
oped over a decade and half, BYY harmony learning
theory is a general statistical learning framework that
provides not only new model selection criteria but also
automatic model selection algorithms, under a best har-
mony principle [17]. Readers are referred to Ref. [12] for
a latest systematical introduction about BY'Y harmony
learning.

Briefly, a BYY system consists of Yang machine and
Ying machine, respectively corresponding to two types
of decomposition, namely, Yang p(R|X)p(X) and Ying
q(X|R)q(R), where the data X is regarded as generated
from its inner representation R = {Y, ®} that consists

Automatic model selection for Gaussian mixture model: A comparative investigation
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of latent variables Y and parameters @, supported by a
hyper-parameter set = that consists of both the hyper-
parameters 2, in the distributions of Ying machine and
the hyper-parameters Z, in Yang machine. The harmony
measure is mathematically expressed as follows [12,17]:

Hpllg, B) = / p(RIX)p(X) Infg(X|R)g(R)] dXdR.
(12)

Maximizing the above H(p||q, B
matching between the Ying-Yang pair, but also a com-

=) leads to not only a best

pact model with a least complexity. Such an ability can
be observed from several perspectives (see Sect. 4.1 in
Ref. [12]).

Being different from MML and VB that both base
on an appropriate prior ¢(®|E) to make model selec-
tion, the BYY harmony learning by Eq. (12) bases on
q(R) = q(Y|©)q(®|E) to make model selection, with
q(Y'|®) in a role that is not only equally important to
¢(®]E) but also easy computing, while ¢(®|F) is still
handled in a way similar to MML and VB. As addressed
in Sect. 2.2 of Ref. [12], the BYY harmony learning leads
to improved model selection via either or both of im-
proved model selection criteria and learning algorithms
with automatic model selection.

Maximizing H (p||q, E) is implemented with the help
of the general two-stage iterative procedure shown by
Fig. 6(a) in Ref. [17] (also see Egs. (6) and (7) in Ref.
[28] and Fig. 5(b) in Ref. [12]). The first stage esti-
mates E (usually via estimating @) by an optimization
of continuous variables, while the second stage involves
a discrete optimization on one or several integers that
index candidate models. This paper only considers the
first stage where automatic model selection actually per-
forms, though the second stage may be also considered
to further improve the model selection performance with
much more computing costs.

For GMM in Eq. (1), H(p|lg,®,E) takes a specific
expression as given by Eq. (10) in Ref. [12], which is
rewritten as below:

k N
Zzp |$t, 11’1 a’LG (wt‘/'l’ivqwiil)]

H(p|lq, ®
=1 t=1
k
+> R(h,0
=1
: ;G (x| i, T
p(l|$t,®): - ( t| )_1 ,
1
R(h,0;) =In[q(h|XN)q(0))] — 5Tr (R°Ty) ,

0; = {a, pui, Ti},
which comes from Eq. (12) on the following BYY system:
Ying: o(X, B) = a(X|R)q(R), q(R) = q(Y|®)q(®),

Hq y:(©),

(13)

oY |©) =
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X‘R Hq mt|yta 7

Yang : p(R, X) = (RIX) (X),
(RIX) =p(O|X)p(Y|X,0),
G(X|XN,h I),
p(Y|X,0) HHp (i|xy, ©)i (14)

t=14i=1

where g(xt|y:, ®), ¢(y:|®) of the Ying machine are
given by Eq. (2). For the Yang machine, py(X) is a
smoothed expression of a sample set Xy = {x;} with
po(X) at h = 0 being the empirical distribution. p(R|X)
is designed as a functional of the Ying-machine accord-
ing to the variety preservation (VP) principle, see Sect.
4.2 and especially Eq. (28) in Ref. [12]. One typical ex-
ample is the Bayesian posterior of the Ying-machine. In
this paper, p(i|x:, ®) is designed via the Bayesian pos-
terior by Eq. (13), while p(®|X) is simply considered
as a free structure that maximizes the harmony measure
H(pllq,
H(plla,

p(©]X) =6(6 - ©), © = argmax H(pllg.

E) in Eq. (12), which makes the maximization of
=) become equivalent to

0, E). (15)

Putting all the above settings into Eq. (12) leads us
to Eq. (16). Details are referred to Sect. 3.1 of Ref.
[12] and especially its Fig. 7 for a unified Ying-Yang
learning procedure for implementing the maximization
of H(pllq,®,E) via iterating the Yang-step and Ying-
step alternatively.

Ignoring ¢(®|Z) and letting h = 0, the Ying-step has
the same expression as the M-step in Eq. (4) of the EM
algorithm, while the Yang-step is different from the E-
step of the EM algorithm in that p;; by Eq. (3) is changed
into

pir = plilze) + Air, plila:) = p (ilz, ©),
Ait - Azt (®Old) Azt( ) = ( ‘mta )6zt(®)7
k
6i(®) = Inp(i|lz;, © Z (J]ee, ©) Inp(jlz:, ©)

= In [0;G (2|psi, il)]
k

=Y _pljlz, ©)In [a;G (@|p;, T; )], (16)
which actually modifies the M-step of the EM algorithm
via d;;. For a sample x¢, ;; > 0 means that the ith
component is better than the average of all the com-
ponents to represent x; and thus the ith component is
further updated towards x; with an enhanced strength
pir > 0. 1If 0 > & > —1, i.e., the ith component is
below the average for representing a; but not too far
away, the ¢th component is slightly updated towards ax;
with a much reduced strength p;+ > 0. Moreover, when
—1 > 044, we get pi < 0 that reverses the direction to
become de-learning, somewhat similar to updating the

rival in RPCL learning that automatically determines
k during parameter learning [13,13-15,31]. In fact, this
nature of automatic model selection comes from the role
of ¢(Y'|®), as previously introduced after Eq. (12).

To compare MML and VB that both base on an ap-
propriate prior ¢(®|Z) to make model selection, we also
include ¢(®|E) for the BYY harmony learning. For sim-
plicity, we still let h = 0 and consider

k

p=1 ipd
9(©) o< [ [l = |78~ =],

i=1

R(h,ej) = [(p— 1) théi —deln|TiH, (17)

N =

which is put into Eq. (13). Then, simplified version of the
unified Ying-Yang learning procedure in Fig. 7 in Ref.
[12] is obtained for maximizing H (p||q, E). Given in Ta~
ble 1, this simplification is shortly denoted as Algorithm
BYY-Jef. For convenience, we use an indicator i, with
i = 1 considering the Jeffreys prior on all parameters
®, with i = 0 and p = 0 considering the Jeffreys prior
merely on the mixing weights « via removing from p;;
a background effect 0.5/N in Table 1. Moreover, letting
i = 1 imposes Jeffreys prior on the precision matrices
via adding a background 0.5p/N to p;; and a diagonal
background d/N. As Yang-step and Ying-step iterate,
the ith component’s mixing weight «; will be pushed to
zero and then discarded if it is extra. Thus, the number
of Gaussians is automatically determined.

3.2 VB and VB-Jef algorithms

The Bayesian framework allows proper incorporation
of prior knowledge on the model parameters. Bayesian
model selection is implemented to choose a model
complexity k (e.g., the number of Gaussian compo-
nents of GMM) with the maximum marginal likeli-
hood, which is obtained by integrating out the latent
variables Y and the parameters O, ie., ¢(Xy) =
[4(Xn,Y|©)q(®)dY dO. However, the involved inte-
gration is usually very difficult. Variational Bayesian
[19,20] tackles this difficulty via constructing a com-
putable lower bound for the log marginal likelihood by
means of variational methods, and an EM-like algorithm
is employed to optimize this lower bound. More precisely,
the lower bound is given as follows:

Jve(E", B)

E)
R D
p(®,Y|E")
p(©,Y[Xy,E)

= —/p(G,Y\E*) dYde

+Ing(Xn|[E), (18)

where Y represents all hidden variables, e.g., the la-
bel y in Eq. (2) for GMM, ¢(®|E) is a prior on
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Table 1 BYY-Jef for learning GMM, with i = 1 and p = d + 0.5d(d + 1) considering Jeffreys priors on both mixing

weights and the precision matrices, and with ip

with ¢ = 0 and 7 = 0 considering no priors, respectively

= 0 and p = 0 considering Jeffreys prior merely on mixing weights, and

Initialization: Randomly initialize GMM with a large enough component number k; set 7 = 0,io = 1 and the initial

harmony measure Jpyvy (7) = —o0;
repeat
Randomly pick a sample x; from the dataset Xy;
.k, get pit by Eq. (16);
. + ~
) a;_)ld T Pit T

Yang-step: For i =1,2,...
Ying-step: Update oV = (1 —

S (e +7)

, and update {p;, T;}_| by

_ { 0.5(p — 1)/N, BYY-Jef
’y =

0, BYY without priors;
B = pg' + apig (e — pd');
T—l new S’Lpews’rilew T Snew — Sc_)ld(Id + nG’L)y

Gi = pu [T (¢ — #?ld)(
,k do if a; — 0 then discard component i, let k =k — 1 and continue;
let 7 = 7 + 1; calculate Jgyvy (7) by Egs. (13) and (17);
— JByy (T — 1) < eJpyy (T — 1), with e = 10~5;

®fori=1,2,...
if another 5N runs have passed then
until Jgyvy (7)

o d
— DT — L) +ir Nfd;

parameters © with hyper-parameters 2, and p(0,Y)
is a variational posterior with hyper-parameters
* to approximate the exact Bayesian posterior
p(0,Y|XN,B) x ¢(Xn,Y|0)q(O|F). It follows from
Eq. (18) that the lower bound Jyp(E*, E) is tight to
Ing(Xn|E) when p(0,Y|E*) =p(0,Y | XN, E).

For computational convenience, ¢(®|Z) is usually cho-
sen to be conjugate priors, and p(@,Y) is usually as-
sumed to be a factorized form p(®,Y") = p(Y') [ [, p(©;)
with ® = U,;0;, so that maximizing Jyp makes the vari-
ational posterior p(@) to be in the same form as the
corresponding prior.

To the best of our knowledge, there is still no VB al-
gorithm yet on GMM with the Jeffreys prior ¢(@) in Eq.
(8). We develop one on the assumption that the varia-
tional posterior is factorized as follows:

N
= Hp(yt)v

—
=
—

p(®,Y) =p(Y)p(©

HP Uit

p(®) = G(VeC( )[vec(©), TI),
with ©* :argmgaxu((a), u(®) =Ing¢(Xn, ),
B 9*u(©) -
== [8vec(®)8vec(®)T ’ (19)

where p(y) shares the same form with ¢(y|®) by Eq.
(2) due to its conjugate nature. The inverse of the ma-
trix IT is conceptually different from the Fisher informa-
tion I(®) in Eq. (5). More specifically, I(®) concerns
the expected Hessian of the log-conditional-distribution
Ing¢(Xn|®), while the inverse of IT concerns the Hes-
sian of the log-joint-distribution In¢(Xy, ®). Because
the Jeffreys prior ¢(®) by Eq. (17) is not a conjugate
one, the exact variational posterior p(®) is difficult to
compute and thus approximated by a Gaussian distribu-

tion around the apex ©* [17]. Here and throughout this
paper, vec(-) refers to the vectorization operator.

Since the quantity u(®) and the Hessian IT are still
difficult to be tackled directly, we approximate u(@®) by
the following variational lower-bound u'®(®, {p;}):

Zp

and with ¢(Xn,Y|®) =
from Eq. (2) that

1(Xn,Y[0)q(®)
p(Y)

{pzt} , (20)

Hi\;1 q(xt,y:|®), it follows

{pzt} :Zzpzt hl az $t|/1’2a )]

t=1 i=1
k
-1 d
+§ {pTlnal——lnﬂH
N k
kE(p+
Zsztlnpmi(pQ N, (21)
t=1 i=1

Accordingly, the matrix IT in Eq. (19) is approximated
by the following block-diagonal:

I1(®*, {pi:}) = Block-Diag[TT*, IT#*, ... TI**,
| LIRS § GO
a : a2ulb(®7 {pit}) -

H = —dlag {W] s

[TI| o ;
H Zt 1 Dit + (P 1)/2

o — 82 lb {pzt})

8;%8% ’

—d
) T,

9271P @ {pzt}) :|
T;)0vec(T;)T

T | o (f}
[
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N —d(d+1)/2
7| o (Zm —d) |T; |4+, (22)
t=1

Putting all the above into Eq. (18), solving the VB
problem is approximated as follows:

{pi});

{pie} = argmax Jy J5 (0% {pir}),
Jef(()* {I%t})

=u™(©", {pi}) +

PO {pu}) — 5 Zln (Zpit +—

;)
r(Er) 5 ()

+ Z [lnai + ZTT In ﬂ] + const,

i=1

O* = arg max u® (@,

1
3 In [TI(®*, {pit})| + const

(23)

where we consider Jeffreys prior merely on mixing
weights by setting i = 0 and p = 0, and further consider
Jeffreys priors on both mixing weights and Gaussian pa-
rameters by setting i =1 and p = d + 0.5d(d + 1).
The corresponding VB algorithm, shortly denoted as
VB-Jef, is listed in Table 2. Moreover, when ip = 0

Table 2 Learning GMM with Jeffreys prior:

MML-Jef [18] with J(7) =
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and fixing p = 0, we have its special case VB-Jef(a)
with Jeffreys prior merely on mixing weights. Also, VB-
Jef(ex) is shared by MML-Jef [18] via some options (see
the next subsection for details). As briefly summarized in
Table 3, VB-Jef has the same M-step as MAP-Jef, which
extends the M-step of the EM algorithm by consider-
ing the Jeffreys prior ¢(®) that affects updating « by
s; = n; —0.5(1 — p) and also updating the precision ma-
trices by a regularization ng = d in Table 2. Comparing
with the E-step of MAP-Jef, VB-Jef has an additional
term 1 In|II(©*, {p;;})| in its objective function, which
makes its E-step become different from the E-step of
both MAP-Jef and the standard EM, with p;; obtained
by Eq. (3) via a modified of. Also, this p;; differs from
the Yang-step by Eq. (16) for Algorithm BYY-Jef. Dur-
ing learning by Table 2, the ith Gaussian component is
discarded if a; — 0, and thus the number of Gaussians
is automatically determined after convergence.

3.3 MML and MML-Jef algorithms

Proposed by Wallace and Boulton [22,23], MML is an
information theoretic restatement of Occam’s Razor.
Among different models, the one generating the short-
est overall code length is regarded most likely to be

J3E () by Eq. (25), and VB-Jef with

J(r) = J{¢ by Eq. (23) plus its special case VB-Jef(cr) with Jeffreys prior merely on mixing weights
Initialization: Randomly initialize GMM with a large enough component number k; set 7 = 0 and the initial objective
J(1) = —o0;
repeat
E-step: Fori=1,2,...,k, get
adld, MML-Jef,
1
a9 exp [— 7} VB-Jef(ax)
ld b b
af = ¢ 2(Nad'@ —1/2)
1 d dd+1
a?exp | — o — T ( ;; ) , VB-Jef;
2(Nag'® +(p—1)/2) 2Nag 4(Na'd —d)

Then, get p;; and n; by Eq. (3);
M-step: Get

1
S; = N; — *(1—681), 557; = {
2 2

B {0, MML-Jef and VB-Jef(cx),

1—p, p=d+d(d+1)/2, MML-Jef,

VB-Jef and VB-Jef(ex),

d, VB-Jef;
Update o U {p;, Ti}5_; by Eq. (4);
® fori=1,2,...,k do if a; — 0 then discard component i, let k = k — 1 and continue;

if another five runs have passed then let 7 = 7 4 1; calculate the objective J(7);
until J(7) — J( — 1) < eJ(r — 1), with e = 1075;

Table 3 The EM implementations of MAP-Jef, VB-Jef, and MML-Jef: common and different points

E-step: {pj,} = argmaxy,,,} FEO* {pi}) M-step: ®* = argmaxe fM(©, {r}})

MAP-Jef fE =u®(@", {pi}) M=u©,{p;})
VB-Jef fB =ul®(@*, {pit}) +  In [TH(O*, {ps1})| M =4O, {p}})
MML-Jef fE = u®(@*, {pi}) M=u(©,{p;,}) — 1 In|I(O)]




Lei SHI et al.

the best, where the code length is Length(X,0®) =
Length(X|®) + Length(®), which consists of a state-
ment of the model and a statement of data encoded by
using that model. Stemming from a similar philosophy,
MDL [11] is another closely related model selection cri-
terion that is commonly used in a two-stage procedure
too [11,36]. Detailed comparisons on MML and MDL are
referred to Refs. [23,36-38].

As introduced in Refs. [22,23], MML seeks a model @
by maximizing the objective function:

JvmL(©) ) (24)

=Ilng¢(Xy|®)+1Ing(O) — % In|I(©
where I(@) is the Fisher information matrix given in Eq.
(5). Tt is mathematically equivalent to an MAP method
given a prior that is proportional to ¢(®)/|I(®)|'/2.

Using the Jeffreys prior ¢(®) «x +/|I(®)] in Eq. (5),
JvmL (@) in Eq. (24) degenerates to be the ML principle
since Ing(®) — 3 In|I(®)| = 0. To avoid this situation,
Figueiredo and Jain [18] considered

RiuL(©) = Ing(Xn|O)

k
1 1

i=1

k
~Ing(Xn|®) — gzmai —
i=1

Koty n
(25)

which comes from Eq. (24) with a decoupled approxi-
mation ¢(©) Hf 1 {a 2T~ ] as a counterpart of
I.(®) by Eq. (6) as I(®). The MML algorithm in Ref.
[18], shortly denoted as MML-Jef and restated in Table
2, was derived to equivalently implement the maximiza-
tion of Jif (©).

In the special case of considering the Jeffreys prior
merely on o, we have

(26)

which also makes Jyur, (©) in Eq. (24) degenerate to be
the ML principle. Correspondingly, the algorithm MML-
Jef in Table 2, denoted by MML-Jef(cx), degenerates to
implement the ML learning.

4 Algorithms with Dirichlet prior and DNW
priors

4.1 Algorithms BYY-Dir(er), VB-Dir(a), and
MML-Dir(ex)

We consider the prior on the mixing weights ¢(a) re-
placed by the Dirichlet prior D(a|A, €) in Eq. (10), un-
der the framework of VB, MML, and BYY respectively.
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Different from the Jeffreys prior, the Dirichlet prior has a
set of hyper-parameters E = {\, £}, which are unknown
either to be specified before learning or to be simultane-
ously determined during learning.

We start at BYY-Dir(«). Although there is a gen-
eral guideline for implementing the maximization of

H(pllg,=,E*) with priors on the parameters [12,17],
there are still no algorithm developed for implementing
BYY harmony learning with either the Dirichlet prior
or the DNW prior yet. Here, we propose such an algo-
rithm featured by an alternative decomposition of the
Yang machine part p(R|X) that differs from its coun-
terpart in Eq. (14). Specifically, we consider a Bayesian
Ying-Yang system with its Ying machine still given by
Eq. (14), together with the Dirichlet prior

1(®) = q(a) = D(c|A,9), (27)
while p(R|X) in Eq. (14) is replaced by
p(R|X) = p(OY, XN)p(Y]X),
p(OY, Xy) ~ p(O]Y),
p(©]Y) =p(a\Y) =D(a|A", ¢+ N),
p(Y|X) = HHp (iface) ¥ (28)
t=14=1

Still in accordance with the variety preservation prin-
ciple (see Sect. 4.2 in Ref. [12]), p(a]Y) comes from
the Bayesian posterior of Hf;l q(y:|®)g(a). With the
help of the conjugate property, p(a]Y) is also a Dirich-
let D(a|A*, € + N) with a degree (£ + N). Moreover,

p(i|xy) comes from considering the Bayesian posterior

p(ilx) o G (2|, T ) g(i)day
= )\ZG ($|ui,11;1) .

It follows from Eq. (12) that the harmony measure is
rewritten as

(29)

HDir(a)(®7E) —
k N
D plilwe, ©,2) In [al (§4+N, )G (4|, T; )]
i=1 t=1
k
+ZR(§+N,>\;‘)(57)\1‘)»
i=1
NG| i, T !
iz, ©.A) (@e|ps, T )

PR G(mt\um )
af(§+ N, A) = explaW (€ + N)A*)}

Reyrnan(E ) = %lnl“(g) —InT(EN;)
+(EX — 1)OT((§ + N)X)),
ST((E+N)A) = T((E+ N)A)) — (€ + N), (30)

where E = {A*,{, A}, and ¥(z) = (d/dz) InT(x) is the
digamma function. This above HP(®) is maximized via
a gradient based updating algorithm summarized in Ta-
ble 4, which is shortly denoted as BYY-Dir(c). Being
different from the one in Table 1, the H-step is added

—

for updating the hyper-parameters E via maximizing
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—
=)
—

HPi(@) with respect to Instead of «;, here A; is
pushed towards zero during learning and then the ith
Gaussian component is discarded, which performs au-
tomatic model selection on determining the number of
Gaussian components. Readers are referred to Appendix

A for the detailed derivations about HP™(®)(@©,E) and
the Algorithm BYY-Dir(cx).
We observe a similar format to H(p|l¢,®,E) in

3) but with three different points. First, «; of
p(i|lxt, ©) in Eq. (13) is replaced by A; of p(i|x:, ©, A) in
Eq. (30). Second, «; of In [;G(z¢|p;, T, 1)] in Eq. (13)
is replaced by of in Eq. (30) that is a parametric func-
tion of &, Af. Third, the regularization term R (h,6;) in
Eq. (13) is replaced by Reyn a5)(§, Ai) in Eq. (30) that
provides certain regularizing role on learning &, A}, A;.

Next, we introduce VB-Dir(ax). With the following
pair of conjugate Dirichlet priors:

=D(aA,§), pla) ),

&*} are posterior hyper-parameters. Accord-

8) be-

Eq. (1

q(ax) = D(a|X", (31)
where {A*,
ingly, the variational lower bound Jyp in Eq. (1
comes

Dir
JVB ()

N (Xy, Y|a)g(c)
q N, «o)gla
2 V()

Y
N k
=Y > pidIn[af (€ NG (@ |pi, T, )] — Inpic}

t=1 i=1

p(e)p(Y) de
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k

+ 3 [Riewae

i=1

(6 A0) = R ar) (€5, A0)]; (32)

where of (£, X*) and R¢« z+)(§, Ai) take the same forms
as in Eq. (30). Maximizing this objective leads to a VB
algorithm listed also in Table 5, shortly denoted as VB-
Dir(a).

Being different from the algorithm in Table 2, not only

*

o in the E-step depends on the prior hyper-parameters
=, but also there is the H-step added in Table 5 that
updates the hyper-parameters =, via the gradient of
JD”(O‘) by Eq. (32) with respect to E. Moreover, for
both VB-Dir(ar) and MML-Dir(ex) , the ith Gaussian
component is discarded if A; — 0. That is, automatic
model selection on the number of Gaussian components
is made also via the prior hyper-parameters instead of
checking whether a; — 0.

Finally, we move to MML-Dir(ear). With the Dirichlet

prior ¢(®) = D(a A, §), the objective MML criterion by
Eq. (24) becomes
_ k
JON)(@) = Ing(Xn|©) +Z &\ — 1oy

+InD(¢) — Zlnr(&i) - 5 In[I ()],
- (33)

where |I(a)| = |[NI.(a)] = N* Hf:l a; ' as given by

Table 4 BYY-Dir(e) algorithm for GMM with Dirichlet prior on mixing weights

Initialization: Randomly initialize GMM with a large enough component number k; set 7 = 0 and the initial harmony

measure Jpyvy (T) = —o0;
repeat

Randomly pick a sample x from the dataset X ;

Yang-step: Get p(i|@:) = p(i|ze, @19, A1) and a; = of (£*°d, A*°1d) by Eq. (30);

Further get mi; = In[0;G (mt\uc’ld TOld

k

1] and

Oit = Tt — Zp(jlmt)ﬂ'jtu pit = p(ilaee) (1 + dit);

j=1

Ying-step: Denote £*°1d = ¢old L N and update the hyper-parameters A*:

)\;fold + 'r]A)\i(EOId)
S (e + A, (E919))
where ¢;¢ = p(i|@¢) + (€°1IA —

A\Fnew _

Then, update the parameters {ui,Ti}f:I by

AX(B) = el N[ [V (E°X]) —

1)/N, and ¥'(z) =

(e,

(d/dx)¥(z) is the trigamma function;

B = pg - mpig (e — ),
T:;l new _ S?ew S?ew T S?ew — S;)ld (Id + nGi)7
Gi = pu[TY' (w M?ld)( — T — 1);

{)\?ldvi + Ngit [A;_kold\I/l (g*old)\:old)

W(E*) + W(£* A7 ©19) and update :

O\ = p(i|aee)dir + %Um
W)

H-step:  Get v; = W(£01d) — g(goldpold) —
A = (AP 08X/ 351 (AP + moA;),
grew = ¢old 4 pse,  SE =Y,
® fori=1,2,...,k do if \; — 0 then discard component i, let K = k — 1 and continue;

if another 5N runs have passed then let T = 7 + 1; calculate Jyy(T) =
— Jeyy (T — 1) < eJpyy (T — 1), with e = 10—5;

until Jgyvy (1)

HDir(a)(@new7 Enew) by Eq. (30)7




Lei SHI et al.

Table 5 Learning GMM with Dirichlet prior on mixing weights :

Dir(e) with Jyg(7) by Eq. (32)
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MML-Dir(ex) with Jyurn(7) by Eq. (33) versus VB-

Initialization: Randomly initialize GMM with a large enough component number k; set 7 = 0 and the initial objective

J(7) = —o0;
repeat
E-step: Let £* = ¢°d 4 N and get

old
aj = { * y +old
exp[T(g* A1) —
Then, get p;+ and n; by Eq. (3);
goldkgld + n; )

)

M-step: For VB-Dir(ax), get \J"% =

MML-Dir(ex),
v(£*)], VB-Dir(av);

5*
i 1
For MML-Dir(cx), get oV = :’ with s; = n; + €190 _ 2
ijl Sj 2
Update {p;, T;}_, by Eq. (4) with ng = 0;
H-step: Update the prior hyper-parameters {\, £} as follows:
I R
S (A5 4 nd;)|
5x, = 4 o = W(ENINF) + W, MML-Dir(cx),
(g*old)\:old) _ \I/(g*OId) _ \I/(f()ldA?ld) + \I/(gold)7 VB-DII‘(a),
k
gnew — Eold + e, 8¢ = Z /\?lda)\i;
1=1
® fori=1,2,...,k do if \; — 0 then discard component i, let k = k — 1 and continue;

if another 5 runs have passed then let 7= 7+ 1; calculate the variational function as J(7);

until J(7) — J(7 — 1) < eJ(7 — 1), with e = 1075;

Egs. (6) and (7). An algorithm is developed in Table 5 to
maximize Jﬁﬁ?(@), shortly denoted as MML-Dir(cx).
Its E-step is the same as the E-step of the EM algorithm
given in Sect. 2.1, while its M-step is similar to the one
in Table 2 with s; extended to include the prior hyper-
parameters A and & in consideration. Moreover, JR?IK/I(L)
consists of unknown hyper-parameters =, the H-step is
added in Table 5 to adjust the prior hyper- parameters
E by a gradient method to maximize Jlall\r/l(g (®) with
respect to =.

4.2 Algorithms with DNW priors

We proceed to consider the DNW priors in Eq. (9) on
all the parameters. For BY'Y harmony learning, we have
the Ying machine still given by Eq. (14), and the Yang
machine still given by Eq. (28) but with the following
modifications:

plalY) = DlalX",¢ +N),
T !
p(OY) = p(e| )g (“'m ﬂ+2ﬁ1yit>

(34)

N
w <E®3,7+Zyit> ]
t=1

The conjugate posteriori p(®|Y) comes from the
Bayesian posterior of Hivzl q(y:|®)q(®), in accordance
with the variety preservation principle (see Sect. 4.2 in
Ref. [12]). Moreover, p(i|x:) comes from considering the
Bayesian posterior

/ G (| paa, T,)q(6:/2)d6,
= N7

(x|T,m;, Y), (35)

where T (x|r,m;,Y) is a multivariate Student’s T-
distribution with a degree-of-freedom 7, a mean m,; and
a scatter matrix Y [39], that is, we have

T (z|r,m;, X) =

) 1

(77)2T(3) Y21+ L@ — m)TY L (x —m,)] ="
1

with 7=~v—-d+1, T = At — . (36)

pr

Putting the above terms into Eq. (12
measure becomes

), the harmony

HPNV (=) / S p(OIY)p(Y | X)p(X) ng(X|Y, ©)q(Y |©)q(®[2)dXd® > HPNY (5, =),

Y
N

DNW (5 =)
H (B, B E

=1 t=1

pliles, ) ln[ (5+N,A*>G(wt|mz‘,

)]
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R(E)) (lenm%—l—

+ 55%’ (m; —m; )T‘I’;ﬂ l(m

d
R(®,3,7) = g(’yln|'1>| +dng) =y [klnl“ (
j=1

| &

R(k) dd+1)

5 {d(d#— HIn2+

N
E={NEA {mm] ML, 8,7, 8}, v =7+ ) plilz, B N).
t=1

Therein of (§+ N, X*) and Rey 2 (€; Ai) are the same
as in Eq. (30). An algorithm is developed in Table
6 to maximize the lower bound of harmony measure
HPYW(E =*). Readers are referred to Appendix A for
the detailed derivations about HPNW(E E*) and this
algorithm.

Again, we observe a similar format to H(p||q, ®, E) in
Eq. (13) and HP"(®)(®,E) in Eq. (30) but with three
different points. First, p(i|x:, ©,A) in Eq. (30) is re-
placed by p(ilz:, E,A) in Eq. (37) that has a longer
tail and thus increases its attention on the overlapped
regions. Second, In [o?G(z|u;, T, )] in Eq. (30) is re-
placed by In [of (£, \)G(z|m}, ®;/~})] in Eq. (37) with
the mean and covariance of each Gaussian component
estimated by the regularized hyper-parameters. Third,
the regularization term R¢ 4 n x+)(€, Ai) in Eq. (30) is re-
placed by Rt v ax) (€, Ai) —R(E:)+[R(®, 8,7)—R(k)]/k
that provides the regularizing role on all the parameters.

Also, we can further extend Egs. (24) and (6) to con-
sider the following Jywmr(®) with the DNW prior given
in Eq. (9):

it (©,E) = 1Ilq(XNIG)) +InD(alA, )

+ZlnG (b, T,/ B)

i=1

1

+ ;IHW(TA'I’W) — 5 n|I(©)]. (38)

Compared with Jﬁll\r/[(f) in Eq. (33), the third and fourth

terms are added due to the Normal-Wishart priors on the

Gaussian parameters, and last term comes from Eq. (6).

The algorithm to maximize this JoA) (©, E) is sketched

in Appendix B, shortly denoted as MML-DNW. Actu-

ally, a special case of this MML-DNW algorithm returns

to be the same as the MML-Jef algorithm given in Ref.
1]

Moreover, we can also extend Jeg (e )(G,E) in Eq.

y+1-—

1 _
—m) 4 3 TH( @R ),

lnﬂ'—l—d] ,

j)_N+k2(v—d)\I,<7

).

2

(37)

(32) into a general variational lower bound Jyp with
the DNW prior by Eq. (9). The corresponding posterior
is factorized as

p(Y,0) =

Hp (i, T

p(pi, T;) = (u2|m1711il/ﬁz) (Ti|®7,77), (39)

where p(Y') and p(a) remain the same as in Eq. (31),
while p(p;, T;) is a Normal-Wishart distribution resulted
from the conjugate property. It follows that JDNW(O‘)

given by Eq. (32) is extended into

e E = [ HM, ) {sapee

11, [ (lllz‘mu 1/5) (T;|®,7)]
o I1; p(uz,Tz) }de’
E* :{A*,g*}U{mf, ;k’ ”Yz =1 (40)

which is maximized by the VB learning algorithm intro-
duced in Appendix C, shortly denoted as the algorithm
VB-DNW.

5 Empirical analysis
5.1 Performances of BYY, VB, and MML: A quick look

Based on a synthetic dataset illustrated in Fig. 1(a)
with five Gaussian components, we start from compar-
ing the performances of automatic model selection by
VB, MML, and BYY, as well as MAP, with no priors
or priors g(a) merely on the mixing weights. Learning
starts from random initializations on one GMM with 20
Gaussian components as illustrated in Fig. 1(b). Each al-
gorithm is implemented for 500 independent trials. The
results are shown in Figs. 2-4.
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Table 6 BYY algorithm on GMM with a DNW prior (BYY-DNW)

Initialization: Randomly initialize the model with a large enough number k of components; set 7 = 0 and the harmony

measure Jpyvy (7) = —o0;
repeat

Randomly pick a sample x; from the dataset X ;

Yang-step: Get p(i|at) = p(i|at, E°'Y, A°M9) by Eq. (37), a; = of (¢*°14, A1) by Eq. (30),

ped eI old™ 1
Wit = [ ﬁold F1 'Ltq>
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e,t] , €t =T —mPC, ef, =z —m;° g, =m; —m2¢, and
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it p |€1’57—)8 @ 817'7 U

‘r;ﬁt

old
_ 1 _
(3) _ [3 63‘{);« old 16‘7; _ ETr ((boldq); old 1) ;

2

Ying-step: Get £* = ¢°1d + N, and update the hyper-parameters A* :

)\afold + 'ﬂA)\i (Eold)

X = AN(E) = € X[ [W(€°A]) — W'(€7)],

Thoa (771 A (=)

where ¢;¢ = p(i|@¢) + (€219 — 1) /N, and ¥/ (z) = (d/dz)¥ () is the trigamma function;
Then, get 7} = !4 + SN p(il) for each 4, update {mi, T} by
m;_knew _ m*old _,’_np( |mt)[’7*01d 41— (i‘mt)]e:t _ BOld >|<01c1s /N

* old(p*old —1
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7
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Gu(=) = P i) o — ) — i) el +
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k
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k
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i=1
k
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S GE -1}

P(i\mt)5itwiteit83;‘1’71} ,
d

N+k:(’y°1dfd) ,(’y‘)ld+1fj)
_ v — 5y (2!
2 5 +5y(=)|

2 ‘
=

() = kln|®| - > [ln |®| + Tr(@®: 1) + ﬁe?fbf_lei] ;

i=1

® fori=1,2,...,k do if \; — 0 then discard component i, let k = k — 1 and continue;
if another 5N runs have passed then let 7 = 7 + 1; calculate Jgyvy (1) = HPNW(E, E*) by Eq. (37);
until Jpyvy (1) — Jeyy (T — 1) < eJpyy (7 — 1), with e = 10_5;

The first column of Fig. 2 shows the results of MAP,
VB, MML, and BYY, without considering any priors
on the parameters. MAP, VB, and MML degenerate to
maximum likelihood (ML) learning and thus they all
largely bias to oversized models, while BYY is still ca-
pable of model selection with a bias towards undersized
models.

The second column of Fig. 2 shows the results
by MAP-Jef(ar), VB-Jef(a), MML-Jef(cx), and BYY-
Jef(ar). Tt can be observed that VB and BYY bias to
undersized models while MAP and MML bias to over-

sized models. To be specific, MML-Jef(a) degenerated
to ML according to Eq. (26), VB-Jef(a) performs better
than MAP-Jef(ex), and BYY-Jef(a) further outperforms
VB-Jef(ax).

The third column of Fig. 2 compares MAP-Dir(«x),
VB-Dir(a), MML-Dir(ex) and BYY-Dir(ex) based on
Dirichlet prior with the prior hyper-parameters pre-fixed
at \; = 1/k (Vi) and £ = k/4. As the Jeffreys is replaced
by a Dirichlet, all algorithms improve while VB deterio-
rates. Also, all approaches incline to oversized models.

It is natural to wonder whether the values of the prior
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Fig. 1 Synthetic data and initialization. (a) A dataset of 300 samples is generated from a 2-dimensional 5-component
GMM, with equal mixing weights 1/5; (b) all the three algorithms start from randomly initialized 20-component GMMs
and shown here is an example (Each red curve indicates to a contour of equal probability density per component, and the

red diamonds indicate the Gaussian means.)
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Fig. 2 Model selection results on a synthetic dataset illustrated in Fig. 1(a) by algorithms with priors ¢(a) (Each algorithm
is implemented for 500 independent trials. The histograms show the frequencies f; of the estimated component number being
i, and the values of S that stands for the times of successfully selecting the true component number k* = 5. When there
is no prior, MAP, VB, and MML all degenerate to the maximum likelihood learning, with its resulted histogram actually
stretching beyond the rightmost boundary (the rightmost bar being the sum of all the bars beyond the boundary for a rough

visualization).)

hyper-parameters \; and £ affect the performances of
model selection. For this purpose, the fourth column of
Fig. 2 compares MAP-Dir(a), VB-Dir(a), MML-Dir(ax)
and BYY-Dir(a) with the prior hyper-parameters \; and
& optimized under each of its own learning principle.
The results show that VB deteriorates considerably, and

MAP and MML decline slightly, while BYY obtains a
further improvement.

Next, we move to examine the performances of three
algorithms on the same synthetic dataset illustrated
in Fig. 1(a) but with priors on all parameters. As
shown in Fig. 4, considering a full prior improves all the
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n
T

B roughCor%

Fig. 3 Statistics of model selection results in Fig. 2 (The “average”(red) bar indicates k = m > ;(fi - i), and the
“roughCor” (blue) bar indicates a rough correct selection rate by f = (f4 + f5 + f6)/500. For both types of bars, the better
a method is, the more closer its “average” is to 5 and its “roughCor” is to 1.)

approaches except MAP with merely priors on the mix-
ing weights.

As shown by the first column of Fig. 4, considering
the Jeffreys prior on all the parameters of GMM makes
each approach reduce its bias shown by its counterpart
of Fig. 2, except that a full prior increases the bias of
MAP to oversized models. MAP-Jef is the worst, MML-
Jef gets S = 146 that is bigger than S = 136 by VB-Jef,
while VB-Jef performs slightly better than MML-Jef in
an average sense. Moreover, BYY-Jef outperforms both
VB and MML much significantly, with its errors mainly
skewed to oversized models.

The second column compares MAP-DNW, VB-
DNW, MML-DNW and BYY-DNW, with the hyper-
parameters of the Dirichlet prior still pre-fixed at \; =
1/k (Vi) and £ = k/4 and with the hyper-parameters
of the Normal-Wishart (NW) priors fixed at f = 1,
® = I;, and v = d + 1, as well as m; = m and
m = % 25:1 x;. In implementation, the H-step in each
algorithm is skipped. From Jeffreys to DNW, one ob-
serves that, in contrast to MAP and VB, both MML and
BYY improve their performances, and the DNW prior
makes VB incline obviously to oversized models. Still,
BYY outperforms both MML and VB significantly.

Next, we consider to optimize the hyper-parameters
under each of its own learning principle. Shown in the
third column are the results by considering the DNW
prior in Eq. (9), featured with each m; to be freely
adapted, as introduced in Sect. 2.3. It can be observed
that BYY further improves its performance consider-

ably and outperforms the others significantly, which con-
curs with the nature that BY'Y best harmony provides a
guideline to optimize the hyper-parameters [17,26] and
learning hyper-parameters is a part of the entire learning
implementation (e.g., see the learning procedure shown
in Fig. 6(a) in Ref. [17] or in Fig. 5(a) in Ref. [26]). Also,
it is observed that MAP improves its counterpart with
the hyper-parameters pre-fixed too, which could be un-
derstood from the relation that MAP can be regarded
as a degenerated case of the BYY harmony learning (see
Eq. (A.4) in Ref. [17] or Eq. (39) in Ref. [26]).
However, it also follows from the third column that
both VB and MML deteriorate, especially the perfor-
mance of VB drops drastically, becoming even inferior
to MAP. The reason is that VB and MML maximize the
marginal likelihood ¢(Xn|2) = [¢(Xn|©®)q(O|E)dO,
via variational approximation and Laplace approxima-
tion respectively. Maximizing ¢(X n|=) with respect to
a free ¢(®|E) tends to becoming maxe ¢(Xy|®) and
q¢(®E) = §(0@ — ©*) with ®* = argmaxe ¢(XnN|O),
i.e., towards maximizing the likelihood function. In other
words, the learning principle of VB and MML, i.e., max-
imizing the marginal likelihood, may not be good for op-
timizing the hyper-parameters. To get a further insight
on this observation, we consider the DNW prior in Eq.
(9) with every m; = m constrained to be the same. This
constraint reduces the number of free parameters and
prevents a deep optimization with respect to the hyper-
parameters. Observed from the fourth column of Fig. 4,
the performances of MAP, VB and MML are actually
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Fig. 4 Model selection results on a synthetic dataset illustrated in Fig. 1(a) by three algorithms with priors on all parameters

improved considerably. In other words, the learning prin-
ciple of VB and MML with certain constraints also pro-
vide some guide for optimizing the hyper-parameters.
But it is not comparable to BYY that still outperforms
MAP, VB and MML considerably.

Summarizing the above observations, we iterate the

following key points:

1) Considering a full prior improves all the approaches
with merely priors on the mixing weights.

2) With a full prior, BYY consistently improves from
the first column to the last column, and significantly
outperforms all the other approaches.
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3) As the hyper-parameters of DNW prior are opti-
mized by each of its own learning principle, BYY and
MAP improve their performances while VB and MML
deteriorate their performances when there are too many
free hyper-parameters.

4) Lacking a good guide for optimizing the hyper-
parameters, VB performs no obvious improvements as
Jeffreys prior is replaced by DNW prior. Also, for DNW
prior with the hyper-parameters optimized, MAP out-
performs VB considerably.

5) Better than nothing, the learning principle of VB
and MML with certain constraints also provide some
guide for optimizing the hyper-parameters.

5.2 VB, MML, and BYY with full priors: Extensive
comparisons

Based on the major observations at the end of the previ-
ous subsection, we make further investigations on a wide
range of synthetic datasets. Though the performances of
VB are inferior to MAP with the hyper-parameters of
DNW prior optimized, MAP is not further considered
since it can be regarded as a degenerated case of BYY.
We compare the performances of VB, MML, and BYY,
with priors fully on all parameters.

The datasets are repeatedly generated from GMM
with {a, i, Ti}E | by Eq. (1) or Eq. (2), where k* de-
notes the true component number, {p;, T;}¥" | is ran-
domly generated according to the joint Normal-Wishart
distribution G(g;|m;, T, /B)W(T;|®,v) given in Eq.
(9), with the hyper-parameters set at Va,; = 1/k*, v = 50
and ® = I, as well as m; = m and m = 0.

To cover a wide range of experimental conditions, we
vary the values of the sample size N, the data dimen-
sionality d, the true component number k*, and the
overlap degree 3 of Gaussian components, where the
hyper-parameter 3 increases from small to large indi-
cates that the degree of separation of the Gaussian com-
ponents changes from large to small. Generally speaking,
the model selection task becomes more and more diffi-
cult as IV decreases, or d increases, or k* increases, or /3
increases.

‘We consider four series of experiments specified in Ta-
ble 7. Starting from a same point in the 4-dimensional
factor space, each series varies one factor of (N, d, k*, )
while the remaining three are fixed. For each specific
setting of (N, d, k*, 3), 500 datasets are generated inde-
pendently, and all the algorithms are implemented with

Table 7 Four series of experiments

(N, d, k*, 3) = (300, 5, 3,0.02)

starting case

series 1 vary N € {300,290, 280, ..., 30} and fix d, k*, 3
series 2 vary d € {5,6,7,...,30} and fix N, k*,3
series 3 vary k* € {3,4,5,...,20} and fix N,d, 3
series 4 vary @ € {0.1,0.2,0.3,...,2.0} and fix N, d, k*

Automatic model selection for Gaussian mixture model: A comparative investigation 231

a same initial component number 25.

The performances of model selection by VB, MML,
and BYY on the four series are shown in Fig. 5 with
the Jeffreys prior on all parameters. Jeffreys prior makes
MML better than VB, and further makes BYY outper-
form MML except for a large sample size N in series
1, where MML is the best. Comparing with Fig. 2 that
considers Jeffreys priors merely on the mixing weights,
adding Jeffreys priors on {p;, T; } makes MML improved
more than VB does.

We further compare VB, MML, and BYY with DNW
priors on all parameters. As previously discussed on the
results shown in the 3rd column of Fig. 4, the learning
principle of VB and MML is not good for guiding the
searching of the hyper-parameters. Also, it is difficult to
search hyper-parameters in a try-and-test manner for a
series of experimental settings. Being different from Fig.
4 where fixing = results in better performances than up-
dating & under VB and MML, heuristically fixing = usu-
ally make the performances of VB and MML not good
enough. Taking the datasets of series 1 as an example,
shown in Fig. 6 are the performances of VB, MML and
BYY with the hyper-parameters = fixed at the same val-
ues as those in Fig. 4, which are actually worse than their
counterparts that optimize the hyper-parameters under
each of its own learning principle. Better than noth-
ing, as previously discussed on the results shown in the
4th column of Fig. 4, the learning principle of VB and
MML with every m,; = m constrained to be same still
provide some guide for optimizing the hyper-parameters.
With this consideration, we compare the performances of
model selection by VB, MML, and BYY with the DNW
prior, via optimizing the hyper-parameters under each of
its own learning principle and also under the constraints
m; = m for VB and MML. Shown in Fig. 7 are results
on the four series. Also, the performances of those with
the Jeffreys prior versus the DNW prior are re-plotted
together in Fig. 8 for an easy comparison. We obtain
further observations as follows:

1) BYY considerably outperforms both VB and MML
for both types of priories, except the large values of N
in series 1 where MML is the best.

2) Jeffreys prior makes MML slightly better than VB,
while the DNW prior makes VB better than MML.

3) All the three approaches improve their perfor-
mances as Jeffreys is replaced by DNW, as shown in
Fig. 8. The Wishart prior on the precision matrix with
appropriate hyper-parameters can effectively avoid the
singularity of the covariance matrix caused by a very
small sample size, and thus improve the model selection
performance.

4) VB is more sensitive than MML to which type of
prior is used, as Jeffreys prior makes VB inferior to MML
while DNW prior makes VB better than MML. BYY is
much robust than VB and MML for either Jeffreys or
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ANi=1/k Vi), E=k/4, =1, =1, vy=d+1, m; =m (Vi) and m = % Zi\]:l x¢) versus hyper-parameters optimized
DNW prior. and then performing dimensionality reduction to v di-

5.3 Application on image segmentation

We further apply the algorithms to unsupervised im-
age segmentation on the Berkeley segmentation database
of real world images (http://www.eecs.berkeley.edu/
Research/Projects/CS/vision/bsds/). We choose the
features proposed by Varma and Zisserman [40], shortly
denoted as VZ features, which has been used in image
segmentation with promising results [41]. Specifically, a
VZ feature is constructed for each pixel by picking a
w X w-sized window centered around the pixel, vector-
izing the color information of all pixels in this window,

mensions by principal component analysis (PCA). The
VZ features have considered the neighborhood informa-
tion and are insensitive to noise because of PCA. Fol-
lowing Refs. [40,41], we start from the LAB color space,
and set w =7 and v = 8 to construct the VZ features.
For every image, each of the learning algorithms out-
puts a GMM model that assigns each image pixel to
the cluster (represented by a Gaussian component) by
the maximum posterior probability. Since the true com-
ponent number is unknown, we evaluate the resulted
segmentations from the GMM clusters by PR index [27],
which takes values between 0 and 1. A higher PR score
indicates a better segmentation with a higher percentage
of pixel pairs in the segmentation having the same labels
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as in the ground truth segmentation provided by the
database. A good model selection performance is closely
related to, but not necessarily implies, a high PR score.
To investigate the performance of each algorithm, we
do not conduct further post-processing operations such
as region merging and graph cut [42,43], although they
would further improve the segmentation results.

The component number is initialized as 10 for each
algorithm in experiments. Table 8 gives the average PR
scores of five runs on all of the 100 testing images of the
Berkeley image segmentation database. The segmenta-
tion performances are consistent with their model selec-
tion performances. Again, BYY-DNW obtains the high-
est average PR scores.

Shown in Fig. 9 are two examples chosen from the
database. It can be observed that BYY-DNW is able
to detect the objects of interest from a confusing back-
ground. Interestingly, the average PR score of VB-DNW
on all 100 images is even lower than that of BY'Y-Jef, as
given in Table 8, though the PR scores of VB-DNW on
the above two images are higher than those of BY'Y-Jef.

6 Concluding remarks

This paper has presented a comparative investigation on
the relative strengths and weaknesses of MML, VB and
BYY in automatic model selection for determining the
component number of a GMM with either a Jeffreys or a
Dirichlet-Normal-Wishart (DNW) prior. The algorithm
for MML is adopted from Ref. [18], either used directly
for Jeffreys prior or with some modification for DNW
prior. The algorithm for VB with DNW prior comes
from modifying the one in Ref. [20] via the NW prior
suggested in Ref. [25]. Moreover, the BYY algorithm for
Jeffreys prior is a special case of the unified Ying-Yang
learning procedure introduced in Ref. [12]. Furthermore,
the algorithm for VB with Jeffreys prior and the algo-
rithm for BYY with DNW priors have been developed
in this paper. Through synthetic experiments, we have
the following empirical findings.

Considering priors only on the mixing weights, VB is
better than MML and MAP for the Jeffreys prior, but

Table 8 Average PR scores of five runs on the 100 testing images of the Berkeley image segmentation database (without

post-processing operations)

VB-Jef MML-Jef BYY-Jef

VB-DNW upd

MML-DNW upd BYY-DNW upd

0.772 0.752 0.816

0.803

0.788 0.851
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Lei SHI et al.

VB deteriorates to be inferior to both MML and MAP
with the Jeffreys replaced by the Dirichlet prior. For
either Jeffreys or Dirichlet prior, BY'Y considerably out-
performs MAP, VB and MML. For the Jeffreys, MAP
and MML bias to oversized models, while VB and BYY
bias to undersized models. For the Dirichlet, all the ap-
proaches incline to oversized models. Moreover, optimiz-
ing the hyper-parameters of the Dirichlet prior further
improves the performances of BY'Y, but brings down the
other approaches.

Considering a full prior on all parameters of GMM
makes each approach reduce its bias and also improve its
performance. Jeffreys prior makes MML slightly better
than VB, while the DNW prior makes VB better than
MML. BYY considerably outperforms VB, MAP and

Automatic model selection for Gaussian mixture model: A comparative investigation
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MML for any type of priors and whether or not hyper-
parameters are optimized. Being different from VB and
MML that rely on appropriate priors to perform model
selection, BY'Y does not highly depend on type of pri-
ors. It has model selection ability even without priors
and performs already very good with Jeffreys prior, and
incrementally improves as Jeffreys prior is replaced by
the DNW prior.

As Jeffreys prior is replaced by DNW prior with ap-
propriate hyper-parameters, all the approaches improve
their performances. As the hyper-parameters of DNW
prior are optimized by each of its own learning principle,
BYY and MAP improve their performances while VB
and MML deteriorate their performances when there are
too many free hyper-parameters. Via DNW prior with

# 253036

T

VB-DNW: PR=0.847

MML-DNW: PR=0.779

BYY-DNW: PR=0.920

Fig. 9 Two image segmentation examples from Berkeley segmentation database (Segmentation results by each algorithm

are illustrated by the highlighted green curves.)
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the hyper-parameters optimized, MAP may also out- Furthermore, all algorithms are applied to a real
perform VB considerably, while VB and MML lack a  world database for image segmentation. BYY is again
good guide for optimizing the hyper-parameters of DNW  confirmed to considerably outperform VB and MML,
prior. Better than nothing, the learning principle of VB  especially BYY-DNW is superior for its robustness
and MML with certain constraints also provide some in detecting the objects of interest from a confusing
guide for optimizing the hyper-parameters. background.

Appendix A Derivations about BYY-DNW

Here we provide further details on the derivations of HPNW(Z) and the BYY-DNW algorithm. Its special case HP™(®) (@, &)
and the algorithm BYY-Dir(a) can be obtained by similar derivations via simply considering = = {A,£} and E* = {A\"}.
We rewrite the harmony measure in Eq. (37) as follows:

HPNY (=) Zp Y|Xn) {E@|y ng(Xn~,Y|O®)] +Egjy [Ing(®)]}
where Eg|y [-] denotes expectation with respect to p(®|Y) given by Eq. (34), and similarly we use Ey|x[-] to denote
expectation with respect to p(Y'|X) given by Eq. (28) and p(i|x+, 2, A) by Eq. (37). Specifically, we get

Ee|y [Ing(®)] = Ee|y InD(a|A,§) ZEe\Y In [G(pi|m:, T /B)W(T|@,7)] (A.2)

k k
By [InD(alX,§)] = > {(¢Xi — 1) Eepy [Inas]} + InT'(€) — _Z InT(EN:),

Eoy [InG(pilm:, T; ' /B)] = 4 IH(QTF) C—ilnﬁ + 1Eew[hl T3] - ﬁTf{E@\Y [T'(lh' —m;)(pi — mi)T] 1

d d
Eoy [nW(T;|®,~)] = W1n|q>\ Wl2+77E@|Y[1nITH——TY{Eew[T]@} lnPd(%)»

where if we denote £* = £ + N, then

N
Eejy[na:) =V("A)) —U(£"), Eey|mi]=m;, Eey[Ti]= <7 + Zyn) ®;
x—1

1 * *
Eey [Ti(pi — mi)(pi — mi)"] = EES SR Io+ | v+ Z?ht) @ (mi —mi)(mi —m;
¢ Yi ?

i+ 1—j .
<7+Efy2‘+ J) —In|®}| +dIn2. (A.3)

d
Eoyy [In|T;[] =) W

j=1

Putting the above details into Eq. (A.2), we have

Eey[lng(®)] = InT(¢ Zlnr& Z(&Ai—l)(‘l’(ﬁ*ké‘)—‘l’(i*))

=1

d /B(’Y—FZ]\ily“) *\T Fx—1 * ﬁd
+ A+ dmp— B0 i) (T g, — ) - — P
; 2 2 2 208+ 3,1, yit)
d N . 2
gl y—d YA+ v t+1—3 _d_ B
+o @+ Zw( 5 In2 —1 B
Jj=1
d
Y 3 Y ooy d(d—1) vl
- 5 Tr (<I><I',- ) -1 Inm— g InT’ — | (A.4)

Also, we get

ﬁi Yit 111 az (zt|ps, T; :| ﬁiy“E@Y [ln [aiG(mt\pi,Ti_l)H7 (A.5)

E@\Y [ln[aiG(xt\pi, i )H 7dE@‘ [lIlOél} +E@‘y [ln[ (mt“l,“ ] ,
Eoyy [InG(wm|p:, T; )] = 5 In(2m) + E@\Y[lﬂ T3] — —TY{E@Y[T( o) (@ — )},
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Eojy [Ti(z: — pi)(me — ps) '] = ﬁ+I§ ™ (’y-i— Zyzt> & (x —m]) (@ —m])T. (A.6)

With the help of the above equations, Eq. (A.5) is further expressed as

k N d
E@IY[IHQ(XN7Y®)}_Zzyit{w(f*x\:)—\y(f)—%lln (2m) —|—%Z\IJ(’Y+Zt 1Y +1— >+£lln2
Jj=1

‘ 2
i=1 t=1

N .
- % In|@;| — L 2=Vt Zzt:l Yt (g —m) @ (e —m)) - —— L (A7)
2(8+>2,1, yit)

Adding Eqs. (A.4) and (A.7) and combining some terms, we get
Egy [In Y|©)] + Eey [Inq(O)]

(X,
kN N
:ZZ { _‘I’(f*)_%ln‘l’f—W(m—m:)Téf1(:Et—mf)}+ln1“(§)

Z I T(EA) + (€A — DW(EA) ~ W(E) — 15V in |

N .
v+ Zt 1y’bt ( m; — m:)Ti)f_l(m, _ m:) _ v+ 2:215:1 yltﬁ(@@jz—l)

kd(d+1) |, 2Nd+kd(d+1) lnﬂ_%_kzd:hm('y—kl—j)
2

k’y kd
In |<I>H——lnﬁ— 5 B 3

Jj=1

k N d N .
Y+ vie —d T+ iy tl—j
IT L= Jit 7 2 i A.
+ ;:1 5 ;:1 5 , (A.8)

in which the term 8+ 27]5\]:1 yi+ in the denominator has been canceled out according to

b d k g dk
it - =5 A.
Zzy { ﬁ"‘Zt 13/”)} zz:; 2(5"’27]5\7:1 Yit) 2 (A9

i=1 t=1

It is still difficult to compute Eq. (A.1) by directly using Eq. (A.8). For computational convenience, we further approximate
Eq. (A.8) by

Foy [Ing(X, Y|©)] + Bopy lng(®)] > -+ Yok, RSt (v (=) (A.10)

j=1

in which we have applied the monotonic increasing property of the digamma function ¥(-) on the last term of Eq. (A.8), i.e

W<7+Zt1yn+l J>>\P<7+1 J)_ (A.11)

2 2

Next, we compute the details of Eq. (A.1) by taking expectation Ey|x (-) on Eq. (A.10) for which we need to calculate the
following terms:

Ey x [yit] = p(ilz:) = p(ilze, B, A),

N
Ey|x |:yit (’y + Z yw)

=By | x [yit] + Z Ey x [yit|Ey x [Yir] + Ey | x [vi]

T=1 TH#t
N
= 'YEY\X[yit] + Z EY|X [yit]EY|X [yw] - EY|X [yit]EY|X [yit] + EY\X [yit]
=1 ~
= p(i‘mﬁ E: A) v + Zp(i|$7—, EvA) + 1 —p(’i|$t, 57 )‘):| . (Alz)

Based on the above equations, the lower bound of harmony measure given by Eq. (37) is obtained as follows:

k N

d*
HPYW (=" =) T, 2, {oﬂ + N, A"G <a: m;, 2 )}
=2 2 vl (e NG s e E )

k
+ 3 [Riesnnn) (€A — RE)] + R(®, B,7) — R(k) + const, (A.13)

i=1
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with all notation details listed in Eq. (37).
The learning task is to maximize HPNW(E* 2) by Eq. (A.13) with respect to E* = {A*} U {m], ®;}F, and E =
{N &8, ®,v}U{m;}. A gradient method is adopted for this maximization. Generally, we update each ¥ € E* UE as follows:

HHPNW
grew — gold 4 nvﬁHDNW7 Vo HPNW — (A.14)
67.9 E*:E*Old,E:EOId
The gradient Vo HPNW is calculated by
k
Vo HPNY = Z Z {p ilze)8y) - VT + plilz:) - Vot t + Z Vo Reinyar (€ Ai)

t= 1 i=1 i=1

- Z VoR(E:) + VoR(®,8,~) — VoR(k), (A.15)

where the gradient of the first term of HP™W in Eq. (A.13) is similar to Eq. (16), i.e.,

N k& Nk
szﬁp (ila:) - ZZP (iz)ds) - Vo, (A.16)

t=1 i=1 t=1 i=1

and
a _ 2 _ . o7
b= Zp o 7P = n a6+ N A6 (wmi, g™ )|
—1 11
Wit = [ B f_ 1 (II}t — mi)Tq)_l(IBt — mz):| y 7~I'7;t =1In [A,le :| . (Al?)

For ¥ = A} € 2%, E* = {A\*} U {m], ®;}* |, we have

k
DNW j :
j=1

N

p(jlee)Varm Jt +Z VarRieyn, A1) (&5 M)
1 j=1

N
(Z (il:) + EXi — 1) EEN) - V(€] (A.18)
with Ricyoan) (€40 = InT(E) ~IT(EX) + (€~ DU(E + WA~ ¥(e+ M)
It should be noted that we calculate V] ( *) in the above equation by
k
VarU(E") = Var 0 (g* : ZA;‘) — W), where € = £+ N, (A.19)
i=1

which provides a term U’'(£*) of the same scale as W'(£*\}) to get a stable gradient by W'(£*\}) — ¥/(¢*). Similarly, we get
N
Ve HPYW o0 S (il + 1 plileo] (@ —m3) + By (ms — m),
t=1
DNW ’Yz +1-— ( |+) * * ) #\T *
VaerH Zp (i) (@ —m])(xe —m})" + B(m; —m)(m; —m))T +&| — @],
(A.20)

For 9 =X\ € B, E={\¢,8,®,7} U{m;}, we have

N k
Vo HPMW = " {p(il24) 0 Vo, Fie} + Vi O [Riernan) (€M) — R(E))]
t=1 j=1
N J
Z il2e)bie + EN[W(E) — T(EN) + U(EN)) — (€],
with &, = 5“) +62 46, (A.21)

where 553) comes from taking the derivatives of (v; + 1 — p(i|z¢, E, A)) in 7r§tl), and

~; in R(E;). Particularly, they can be obtained by rewriting

N N
Zzp ‘Jit VA ﬂ(l)*zszp \:ct Tty —ZVﬂR_J :ZZV)\LP |iEt () (A22)

t=1 j=1 t=1 j=1 t=1 j=1

61(? ) comes from taking the derivatives of
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and then the Eq. (A.21) follows from Eq. (A.16) with
- 1
5 = my) prwwﬁ% ) = =5 Y pliler) (@, —m) @ (@, —m)),

TH#L

. _ 1 -
583 = 7® _ Zp (j|z+) (5), P = —g(m, —m))T® (m;, —m]) - QTr(flﬂlﬁ H. (A.23)

Similar to Eq. (A.19), we calculate Vy, InT'(§) in the above equation by

Vi, InT(€) = Vi, lnF< Z > £)E -V, (Z/\ > = £U(¢ (A.24)

which provides a term W(&) of the same scale as W(£\;) to get a stable gradient by W(&) — W(EN:).
Similarly, we get

k
VeHP™ oy N[W(€) = W(EN) + W(E7A)) )]+ Z (Zp ilme) + X — 1) W (EN)) = W (€9),
z::—l N
Vo HPYW o ”—H; p(il2)Sivwie ® (e — m) + 47 ®F T (m] —my),
kd v+ 1 en
VHPYW G- h S5 plila)Siwall + (m — ma) @ Z'y, —m?)T®  (mi — m),
Bly+1) S
Ve H"™W ﬁ ZZp(i|mt)5itwit<I>_l(mt —m) (@ —m;) @ 4 k@ — Z'ﬁ{)ffl, (A.25)
t=1 i=1 =1

d
N +k(y — d) +t1-
VyHDNWO(E :E p(i|zt) 52tlnwn+kln|‘1"+iz <u>

. 2
t=1 i=1 j=1

k
- Z[ln 1B + Te(®@®; ) + B(m; —m)) ®; " (mi —m))],
=1

(v+1)/2
where the term §;; In w;; in the equation for v comes from the part GT and is different from the former three terms

ditw;t in the equations for m,, 3 and ®.

Appendix B MML

One major difficulty in implementing MML lies in the computation of the determinant of the Fisher information matrix
I(®). In Eq. (25), the determinant of I(®) is calculated by Eq. (7), where I(@®) is approximated by a block-diagonal
complete-data Fisher information matrix I.(®) in Eq. (6) which is taken from Ref. [18]. Alternatively, we provide another
equivalent derivation of Eq. (8) by using the following lower-bound trick similar to Egs. (21) and (22) for tackling IT in the
VB-Jef algorithm:

Ing(Xx|©) = u”(®, {pi}) ~ Ing(®),
I(®) =~ Block-Diag[I(cx), I(p1), I(p2), ..., I(pr), I(T1), I(Ts),. .., I(Ty)],

271, 1b k
I(a) = [8 [ (O, {plt}) IHQ(G)]:| . I(a)| = H aﬁ7

OadaT Qi
1) = - | HLELD M ON] 1) = (i,
21 1b N n
) = b | e 2 |+ (T = (Ve 2 4 (B1)

The computational details of MML-Jef to maximize Jyfisr, (®) by Eq. (25) are listed in Table 2. It should be noted that the
MML objective used in Ref. [18] is Jifir. (@) + kp(1 —In 12), with an additional term (coming from an optimal quantization
[18]) which is irrelevant to © and thus takes no effect on automatic model selection. Therefore, the Eq. (25) is equivalent to
the MML objective in Ref. [18] for automatic model selection.

Moreover, if we replace the Jeffreys prior with the DNW prior, the MML objective function in Eq. (24) becomes the one
in Eq. (38), which is expressed in details as follows:

k k
_ 1
St (©,8) = Ing(Xn[©) + InD(|A,€) + > n Ga|ms, T, /B) + Y nW(Ti|®,7) — 5 In|1(O)|

i=1 i=1
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k k k k
1
=lng(Xy|©) + <5Ai—i>1na,-+%§ ln\Ti|—§§ po = m) T = mi) = 5 3 T(T®)
=1 =1

i=1 i=1

k
+lnF(§)—ZlnF(§)\)+@l ﬁ—ﬂl( )+k71 B| — kd”l 92— kInly (2)—%ln1\7. (B.2)
i=1

The JIRW(©,E) by Eq. (B.2) is different from Jif, (©,E) by Eq. (25) in the term Ing(®) with ¢(®) being DNW
prior instead of Jeffreys prior. Then, the algorithm (shortly denoted as MML-DNW) to maximize Eq. (B.2) is obtained by
modifying MML-Jef accordingly with details given in Table B1 Specifically, the MML-DNW algorithm becomes the same as
the MML-Jef algorithm in Ref. [18], if we skip the H-step and fix the hyper-parameters as £ = k/2, each \; = 1/k, 8 =0,
® =0 and v=0.

Table B1 MML algorithm on GMM with a Dirichlet-Normal-Wishart prior (MML-DNW) (Its implementation is equiv-
alent to MML-Jef in Ref. [18] when we skip H-step and fix &€ = k/2, A= (1/k,...,1/k)T, =0, ® =0 and v =0.)

Initialization: Randomly initialize the model with a large enough number k of components; set 7 = 0 and the MML
objective function Jymvr(7) = —o0;

repeat
E-step: Get of = a?ld fori=1,2,...,k, then get p;; and n; by Eq. (3);
M-step: Update the parameters © = o U {p;, T; }F_;:
N

S +1 d(d+1
S SiZZpinOld/\?ldf%, p=d+ %
2j=15; t=1
1
i = e & oW [sztwt + 8 Old] . e =z —
1 N
—1new
’I; 1 _ p— ’YOId |:Z piteite;{; 4 BOld(p,?ld _ m;)ld)(ygld _ m(i)ld)T + (I>old
v t=1

H-step: Update the prior hyper-parameters {m;} in the following two cases:

1) General case (each m; is free): mPeV = pold;

2) Special case (constrain each m; = m) Vi, mpev = (ZZ 1 TR~ 1(21_ TP pold);
Then update the prior hyper-parameters {\, &, 3, ®,~v}:

A 4 nox
K Zu—jd" vy D =mmedt - EH e,
(A9 e
J=1\"j J

k
v =M g nse,  sE = WMo,
=1
ﬁnew _ kd
Z'Ii 1(“/old old)TTold (H?ld _ mzc_)ld)

-1
Huew — k’yOld <Z rI;_old> , Vnew — ,yold + n67(®01d1 Eold)7
i=1

k .
TH+1—j
v(©,8) = In|T;|+ kln|®| — kdln2 — k U(l——);
1(6.) = [T+ KIn @] - kdin Zl ("577)
®fori=1,2,...,k do 1fozi—>0then discard component i, let K =k — 1 and continue;

if another 5 runs have passed then let 7 = 7 + 1; calculate the MML objective function as Jyvr(7) by Eq. (B.2);
until Jyvr (1) — Ivmn (T — 1) < eJymn (T — 1), with € = 1072 in our implementation;

Appendix C VB

The variational lower bound J2RW given in Eq. (40) with the DNW prior can be rewritten as follows:
JVB (B, B) = Epy By [In ¢(Xn, Y[©)] — Epy [0 p(Y)] + Epg [In ¢(©)] — Epg [Inp()], (C.1)

where E,g [] and Ep, -] denotes expectations with respect to the variational posteriors p(®) and p(Y") in Eq. (39).
Similar to Egs. (A.7) and (A.4), we have

k N p L o
Epy Bpe [In (X, Y |©)] ZZP{ (€°X7) = W(€") — 5 In(2m) + 52 (7’ ]>

i=1 t=1

—|—gln2—%ln\<}f —%(mt—mf)T{)f_l(mt—mf)—i}, (C.2)
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y - - d Bd | v
Epe Ing(©)] = InT() = Y InT(6X:) + Y (€A = D(L(EA) = (€)) + ) | = 5 In(2m) + 1n/8—2ﬁ* o In @]
= i=1 i=1
—d ¢ e e A B R o or—d
+72 321\11(7 2 j>__1 2- '7( i_mi)Tcﬁi l(mi_mi)_vg In @]
; eo1y d(d—1 4 1—
—%’Tr(@qn - dd-l) 7 )lnﬂ—;lnF<77+2 ]” (C.3)

*

Since p(®) and ¢(®) are both DNW distributions with different parameters
{)‘7 &, {ml} ﬁa (ﬁv’y} EP@ [lnp(

=
=
a;

= {A*7€*7m;76;7 ::'Yz*} and E =
)] is obtained by replacing E with E* in Eq. (C.3) appropriately

k k
Epo[Inp(®)] = InT(¢ ZlnrgA Z AL = 1) (W(ETA]) — (5))+Z

= i=1
d * ok
2
)

d d. o Bid 77 .
2ln(27r)—|— 21nﬁi 267 + 5 In |®]|

Lem) T m i) - 2

i i In |®7]
i *FH*—1 (d 1 vi+1l—3j
—7Tr(<1>i P;) — Inm — E InT < ,

(C4)
N k&
Epy [Ing(Y)] = ZZ py [Yit] Inpie = Zzpzt In pit, (C.5)
t=1 =1 t=1 i=1
where {p;:} in Eq. (C.5) are the parameters of the variational posterior p(Y') as given in Eq. (19)
Putting the details of Egs. (C.2)-(C.5) into Eq. (C.1) and combining like terms, we have
N k& d
DNW 1 . Vi L=\ v e Tge—1, o d
SN =303 e 21n|@1|+2jzlw(—2 (e - mi) @ - )~ 5
* B’Y: * NTg*—1 * . Y *
W(EA]) — Inpie +Z - (m; —m;)"® " (m; —m;) + 2 (In|®| — In|®]|)
2 2
d +1 J * *
s % yi+1l- (=) v 1 vid| _Nd
A ZW( 2_: iy o RN T
kd T <§A -
—(N+E=€)UE) + 5 +In ey —Zln FEn: +Z X = EADV(END), (C.6)

an algorithm maximizes which is shortly denoted as VB-DNW and listed in Table C1

Table C1 VB algorithm on GMM with a DNW prior (VB-DNW)

Initialization: Randomly initialize the model with a large enough number k of components; set 7 = 0 and the variational
function Jyg(T) = —o0;

repeat
E-step: Estimate the component responsibilities p;x for ¢ =1,2,...,kand t =1,2,..., N:
1/2
r

o it .
pit = % 2 with
>5=17jt

d S
Tit = exp 7ln|<1>ﬂ+z\11(17) — v (et —

_ d
m{) e (@ —my) — - +2W(EN) |
=1 2 &
M-step: Update the posterior hyper-parameters E* = {X*,£*} U {m}, 8, &}, v e -
1d yold
aFmew £79AT+ Zt:l pﬂf7 grnew _ gold 4 pp
gold + N
ZN— pirs + BOldmold
minew — t=1 7 , ﬁ*new _ ,301d 4 Pit et = T — m’-kOId,
' Z‘i\lzl pit + ﬁOId Z ¢

t=1

q,;_knew _ Zpiteiteg + ﬂ(mgld _ mfc’ld)(m‘fld _ ;_kold)T + q,olcl7 ;knew _ old + szh
=1

H-step: Update the prior hyper-parameters {m;} in the following two cases

1) General case (each m; is free): mp*V =

2) Special case (constrain each m;
Vi, mzr_new — (Z ", ,y*old(}*old 1) I(Ei_v:l ,y;kold(}:oldflmfold).

03 )

— m*old

=m):
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Table C1 VB algorithm on GMM with a DNW prior (VB-DNW) (Continued)

Then update the prior hyper-parameters 2 = {\, £, 3, ®,v}:

new _ QM oA
' SF_ (A% 4 noxy)
k
g =M mse, 8= WMo,

i=1
kd

5)\1 — \P(g*old)\:{old) _ \I’(g*OId) _ \If(€OId)\$ld) + \D(EOld),

new __
& - k

— )
Zizl[,yfkold(m:old _ mzc_)ld)T@;_kold 1(m;§<01d _ m,?ld) + d/ﬂ;@ld}

k3

k
—1
Hrew — k’yOld <Z fy;."‘)ldtI);f‘Old ) ,

i=1

i=1

k d
,ynew — ,yold _,’_nz In ‘Qold‘ —1n |(b;(01d| + Z
j=1

v <vz‘°ld+1f> . <v°1d+1—j)] ,
2 2 ’

®fori=1,2,...,k do if A} — 0 then discard component i, let k = k — 1 and continue;

if another 5 runs have passed then let 7 = 7 + 1; calculate the variational function as Jyg(7) by Eq. (40);

until Jyg(7) — JvB(T — 1) < eJyp(T — 1), with ¢ = 10™° in our implementation;

With the prior and posterior on 6; being both joint Normal-Wishart suggested in Ref. [25], this VB-DNW algorithm is
different from the VB algorithm (shortly denoted as VB-iDNW) on GMM studied in Ref. [20], where both ¢(8;) and p(0;) were
assumed as independent Normal-Wishart. Particularly, the independent NW prior takes ¢(8;) = G(pi|m;, A)W(T;|®, ) and

*

therein p; is independent from T, and such an independence also exists in the posterior p(0;) = G(pi|mj, A)W(T;| @7, ~vi)-
Comparing the implementations of VB-DNW and VB-iDNW, they have one key difference that all computation formulas
related to p(€;) in VB-iDNW are modified accordingly as the independent NW prior is replaced by the joint NW prior.
Especially, to update the posterior p(6;) in the M-step, updating {m;, A;, ®;,~;} in VB-IDNW is modified to updating
{mj, 3, ®;,7{} in VB-DNW with the number of free hyper-parameters greatly reduced.
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