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#### Abstract

The EM algorithm is generally considered as a linearly convergent algorithm. However, many empirical results show that it can converge significantly faster than those gradient based first-order iterative algorithms, especially when the overlap of densities in a mixture is small. This paper explores this issue theoretically on mixtures of densities from a class of exponential families. We have proved that as an average overlap measure of densities in the mixture tends to zero, the asymptotic convergence rate of the EM algorithm locally around the true solution is a higher order infinitesimal than a positive order power of this overlap measure. Thus, the large sample local convergence rate for the EM algorithm tends to be asymptotically superlinear when the overlap of densities in the mixture tends to zero. Moreover, this result has been detailed on Gaussian mixtures.
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## 1. Introduction

The EM algorithm is a widely used method for maximum likelihood (ML) or maximum a posteriori (MAP) estimation [3]. The convergence of EM and related methods has been studied by many authors (e.g., $[2,4,12,15,16,18,19])$. Generally, the EM algorithm is considered as a first order or linearly convergent algorithm and it really shows the slow convergence in some situations. Then, there have been proposed several acceleration methods for the EM algorithms such as Aitken acceleration [9], conjugate gradient acceleration [5], quasi-Newtonian acceleration [6,10], parameter expansion acceleration [13] and "working parameter" approach [7].

However, as the EM algorithm has been successfully applied to large-scale problems such as hidden Markov models [17], probabilistic decision trees [7] and mixtures of experts architectures [8], many evidences show that its convergence rate can be significantly faster than those of conventional first-order iterative algorithms (i.e., gradient ascent). In fact, it is further found by the empirical results that the EM algorithm converges faster when the overlap in the given mixture becomes smaller.

Xu and Jordan [20] showed that the condition number of the effective Hessian of the EM algorithm for Gaussian mixtures is smaller than the condition number of the Hessian of the $\log$ likelihood associated with gradient ascent, which provides a general guarantee of the dominance of the EM algorithm over the gradient algorithm. Moreover, in the case that the mixture components are well separated, they showed that the condition number for EM approximately converges to one, which indicates a local superlinear convergence rate. Thus, in this restrictive case, the EM algorithm has the favorable property of showing quasi-Newton behavior as it nears an ML or MAP solution.

It has been further found by Ma et al. [14] that the asymptotic convergence rate of the EM algorithm is actually dominated by a measure of the average overlap of component densities in the Gaussian mixture as the overlap tends to zero. Based on the mathematical connection between the EM algorithm and gradient algorithm and one of its intermediate results on the convergence rate by Xu and Jordan [20], they proved that the asymptotic convergence rate locally around the true solution is a higher order infinitesimal than a positive order power of an average overlap measure of component densities in the mixture as this measure tends to zero. That is, the large sample local convergence rate of the EM algorithm tends to be asymptotically superlinear when the overlap of densities in the mixture tends to zero.

In the current paper, based on one of the EM convergence rate properties obtained by Render and Walker [18], we further prove a general result that extends the results in [14] from Gaussian mixtures to mixtures of densities from a class of exponential families. Under certain regular conditions, we have found that the large sample local convergence rate of the EM algorithm for a mixture of densities from the exponential families tends to be asymptotically superlinear when the average overlap measure of component densities in the mixture tends to zero. From the general result, we also provide an alternative proof on the main theorem firstly obtained in [14] on Gaussian mixtures.

Section 2 describes the EM algorithm for mixtures of densities from the exponential families. In Section 3, we introduce and prove our main theorem on the asymptotic convergence rate of the EM algorithm. We further detailize this result on Gaussian mixtures in Section 4 and then conclude in Section 5.

## 2. The EM algorithm for mixtures of densities from exponential families

### 2.1. The mixture model

We study the following mixture model:

$$
\begin{equation*}
P(x \mid \Phi)=\sum_{i=1}^{K} \alpha_{i} P_{i}\left(x \mid \phi_{i}\right), \quad \alpha_{i} \geqslant 0, \quad \sum_{i=1}^{K} \alpha_{i}=1, \tag{1}
\end{equation*}
$$

where $x=\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{T}} \in R^{n}$, each $P_{i}$ is a density from a family of probability distributions parameterized by $\phi_{i} \in \Omega_{i} \subset R^{d_{i}}$, and $K$ is the number of the mixture components. The parameter $\Phi$ consists of the mixing proportions $\alpha_{i}$ and the component parameters $\phi_{i}$, that is, $\Phi=\left(\alpha_{1}, \ldots, \alpha_{K}, \phi_{1}, \ldots, \phi_{K}\right) \in \Omega$, with

$$
\Omega=\left\{\left(\alpha_{1}, \ldots, \alpha_{K}, \phi_{1}, \ldots, \phi_{K}\right): \sum_{i=1}^{K} \alpha_{i}=1 \text { and } \alpha_{i} \geqslant 0, \phi_{i} \in \Omega_{i} \text { for } i=1, \ldots, K\right\} .
$$

If each $P_{i}\left(x \mid \phi_{i}\right)=P_{i}\left(x \mid m_{i}, \Sigma_{i}\right)$ is a Gaussian density given by

$$
\begin{equation*}
P_{i}\left(x \mid \phi_{i}\right)=P\left(x \mid m_{i}, \Sigma_{i}\right)=\frac{1}{(2 \pi)^{n / 2}\left(\operatorname{det} \Sigma_{i}\right)^{1 / 2}} \mathrm{e}^{-(1 / 2)\left(x-m_{i}\right)^{\mathrm{T}} \Sigma_{i}^{-1}\left(x-m_{i}\right)}, \tag{2}
\end{equation*}
$$

where $m_{i}=\left[m_{i 1}, \ldots, m_{i n}\right]^{\mathrm{T}}$ is the mean vector, $\Sigma_{i}=\left(\sigma_{k l}^{i}\right)_{n \times n}$ is the covariance matrix which is positive definite, it becomes a Gaussian mixture which has been extensively studied in literature. In fact, the asymptotic convergence rate of the EM algorithm for Gaussian mixtures with respect to the overlap in the mixture have already studied in [14]. In this paper, we further study the same problem on the EM algorithm for mixtures of densities from exponential families. That is, the components are extended from Gaussian densities into densities of exponential families.

A parametric family of densities $q(x \mid \theta), \theta \in \Theta \subset R^{d}$ on $R^{n}$ is said to be an exponential family if its members take the form

$$
\begin{equation*}
q(x \mid \theta)=a(\theta)^{-1} b(x) \mathrm{e}^{\theta^{\mathrm{T}} t(x)}, \quad x \in R^{n}, \tag{3}
\end{equation*}
$$

where $b(x), t(x)$ are functions of $x$ on $R^{n}$ and $a(\theta)$ is given by

$$
a(\theta)=\int_{R^{n}} b(x) \mathrm{e}^{\theta^{\mathrm{T}} t(x)} \mathrm{d} \mu
$$

for an appropriate underlying measure $\mu$ on $R^{n}$. It is assumed that $b(x) \geqslant 0$ for all $x \in R^{n}, a(\theta)<+\infty$ for $\theta \in \Theta$ and $t(x)$, called a statistic, relates to the observed data only. Also, the support of every member of an exponential family is same as that of the function $b(x)$.

On the other hand, the members of the exponential family can be equivalently represented by

$$
P(x \mid \phi)=q(x \mid \theta(\phi))=a(\phi)^{-1} b(x) \mathrm{e}^{\theta(\phi)^{\mathrm{T}} t(x)}, \quad x \in R^{n}
$$

with the "expectation" parameter $\phi=E_{\theta}(t(X))$ which will be used in our analysis (refer to [1] or [18] for details).

This paper further focuses on a class of exponential families in which every density $P(x \mid \phi)$ has the mean vector $m$ and the covariance matrix $\Sigma$, and is sheltered by an envelope or upper bounded function $U(x \mid \phi)$ as follows:

$$
\begin{equation*}
P(x \mid \phi) \leqslant U(x \mid \phi)=w(x)\left(\lambda_{\max }\right)^{-c_{1}} \mathrm{e}^{-\rho(1 / \eta(x))^{-c_{2}}} \tag{4}
\end{equation*}
$$

where

$$
\eta(x)=\frac{\left(\lambda_{\max }\right)^{v}}{\|x-m\|}
$$

and $\lambda_{\text {max }}$ is the maximum eigenvalue of $\Sigma$ of $P(x \mid \phi)$. Moreover, $c_{1}, c_{2}, \rho$ and $v$ are a group of positive numbers, and $w(x)$ is a positive polynomial function of $x_{1}, \ldots, x_{n}$ with constant coefficients. Here and hereafter, we use the Euclidean norm for a vector and its inductive norm for a matrix. Actually, the class of these families includes many of the most commonly used exponential families such as the binomial, Gaussian and exponential distributions.

In the mixture, each $P_{i}\left(x \mid \phi_{i}\right)$ is assumed to have the "expectation" parameterization for $\phi_{i} \in \Omega_{i} \subset R^{d_{i}}$ as follows:

$$
\begin{equation*}
P_{i}\left(x \mid \phi_{i}\right)=a_{i}\left(\phi_{i}\right)^{-1} b_{i}(x) \mathrm{e}^{\theta_{i}\left(\phi_{i}\right)^{\mathrm{T}} t_{i}(x)}, \quad x \in R^{n} \tag{5}
\end{equation*}
$$

and $\Phi^{*}=\left(\alpha_{1}^{*}, \ldots, \alpha_{K}^{*}, \phi_{1}^{*}, \ldots, \phi_{K}^{*}\right)$ is used to denote the "true" parameter value of the mixture to be estimated, that is, the sample data come from the mixture of the parameter $\Phi^{*}$. Also, the components of $t_{i}(x)$ are assumed to be polynomials of $x_{1}, \ldots, x_{n}$.

Moreover, the envelope function of $P_{i}\left(x \mid \phi_{i}^{*}\right)$ is given as follows:

$$
\begin{equation*}
P_{i}\left(x \mid \phi_{i}^{*}\right) \leqslant U_{i}\left(x \mid \phi_{i}^{*}\right)=w(x)\left(\lambda_{\max }^{i}\right)^{-c_{1}} \mathrm{e}^{-\rho\left(1 / \eta_{i}(x)\right)^{c_{2}}} \tag{6}
\end{equation*}
$$

where

$$
\eta_{i}(x)=\frac{\left(\lambda_{\max }^{i}\right)^{v_{i}}}{\left\|x-m_{i}^{*}\right\|}
$$

and $m_{i}^{*}$ and $\lambda_{\text {max }}^{i}$ are the mean vector and the maximum eigenvalue of the covariance matrix $\Sigma_{i}^{*}$ of $P_{i}\left(x \mid \phi_{i}^{*}\right)$, respectively. $c_{1}, c_{2}, \rho$ and $w(x)$ may depend on $i$ implicitly. Furthermore, we assume that these $\lambda_{\text {max }}^{i}$ are always bounded. We let $v$ to be the least one among all these $v_{i}$ and modify $\rho$ such that these $U_{i}\left(x \mid \phi_{i}^{*}\right)$ are still the envelope functions of the component densities. As a result, we can let

$$
\eta_{i}(x)=\frac{\left(\lambda_{\max }^{i}\right)^{v}}{\left\|x-m_{i}^{*}\right\|}, \quad i=1, \ldots, K
$$

where $v$ is a common positive number.

### 2.2. The EM algorithm and its asymptotic convergence rate

We consider a set of sample data $\mathscr{S}_{N}=\left\{x^{(t)}: t=1, \ldots, N\right\}$ and suppose that $\phi_{1}, \ldots, \phi_{K}$ are mutually independent variables. If $\Phi^{\mathrm{c}}=\left(\alpha_{1}^{\mathrm{c}}, \ldots, \alpha_{K}^{\mathrm{c}}, \phi_{1}^{\mathrm{c}}, \ldots, \phi_{K}^{\mathrm{c}}\right)$ is a current ML estimate of the log-likelihood function $L(\Phi)=\sum_{t=1}^{N} \log P\left(x^{(t)} \mid \Phi\right)$ for the mixture of densities from the exponential families Eq. (1), the EM algorithm recursively gets the next estimate by

$$
\begin{align*}
\alpha_{i}^{+} & =\frac{1}{N} \sum_{t=1}^{N} \frac{\alpha_{i}^{\mathrm{c}} P_{i}\left(x^{(t)} \mid \phi_{i}^{\mathrm{c}}\right)}{P\left(x^{(t)} \mid \Phi^{\mathrm{c}}\right)}  \tag{7}\\
\phi_{i}^{+} & =\left\{\sum_{t=1}^{N} t_{i}\left(x^{(t)}\right) \frac{\alpha_{i}^{\mathrm{c}} P_{i}\left(x^{(t)} \mid \phi_{i}^{\mathrm{c}}\right)}{P\left(x^{(t)} \mid \Phi^{\mathrm{c}}\right)}\right\} /\left\{\sum_{t=1}^{N} \frac{\alpha_{i}^{\mathrm{c}} P_{i}\left(x^{(t)} \mid \phi_{i}^{\mathrm{c}}\right)}{P\left(x^{(t)} \mid \Phi^{\mathrm{c}}\right)}\right\} \tag{8}
\end{align*}
$$

for $i=1, \ldots, K$.
This iterative procedure converges to a local maximum of $L(\Phi)$ [3,19]. Moreover, under certain regularity conditions, the EM iteration converges to a consistent solution that maximizes the log likelihood $L(\Phi)$ [18]. In this paper, assume that the EM algorithm asymptotically converges to the true parameter $\Phi^{*}$ correctly (i.e., when the size $N$ of the sample data $\mathscr{S}_{N}$ is large, the EM algorithm converges to $\Phi^{N}$ with $\lim _{N \rightarrow \infty} \Phi^{N}=\Phi^{*}$ in probability one), we analyze the local asymptotic convergence rate around $\Phi^{*}$.

In [18], Render and Walker represented the EM iteration as a functional iteration $\Phi^{+}=G\left(\Phi^{\mathrm{c}}\right)$ and have

$$
\begin{equation*}
\Phi^{+}-\Phi^{N}=G\left(\Phi^{\mathrm{c}}\right)-G\left(\Phi^{N}\right)=G^{\prime}\left(\Phi^{N}\right)\left(\Phi^{\mathrm{c}}-\Phi^{N}\right)+O\left(\left\|\Phi^{\mathrm{c}}-\Phi^{N}\right\|^{2}\right) \tag{9}
\end{equation*}
$$

for any $\Phi^{\mathrm{c}}$ in $\Omega$ near $\Phi^{N}$, where $G^{\prime}(\Phi)$ denotes the Jacobian of $G(\Phi)$ at $\Phi^{N}$ and $O(x)$ means that it is a same order infinitesimal as $x \rightarrow 0$. By the strong large number law, they proved that as $N$ increases to infinity, with probability one, $G^{\prime}\left(\Phi^{N}\right)$ converges to its expectation $E\left(G^{\prime}\left(\Phi^{*}\right)\right)=I-Q\left(\Phi^{*}\right) R\left(\Phi^{*}\right)$, where

$$
\begin{equation*}
Q\left(\Phi^{*}\right)=\operatorname{diag}\left(\alpha_{1}^{*}, \ldots, \alpha_{K}^{*}, \alpha_{1}^{*-1} \Pi_{1}, \ldots, \alpha_{K}^{*-1} \Pi_{K}\right) \tag{10}
\end{equation*}
$$

with

$$
\Pi_{i}=\int_{R^{n}}\left[t_{i}(x)-\phi_{i}^{*}\right]\left[t_{i}(x)-\phi_{i}^{*}\right]^{\mathrm{T}} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu
$$

and

$$
\begin{equation*}
R\left(\Phi^{*}\right)=\int_{R^{n}} V(x) V(x)^{\mathrm{T}} P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu \tag{11}
\end{equation*}
$$

with

$$
\begin{aligned}
& V(x)=\left(\beta_{1}(x), \ldots, \beta_{K}(x), \alpha_{1}^{*} \beta_{1}(x) \Gamma_{1}(x)^{\mathrm{T}}, \ldots, \alpha_{K}^{*} \beta_{K}(x) \Gamma_{K}(x)^{\mathrm{T}}\right)^{\mathrm{T}} \\
& \beta_{i}(x)=P_{i}\left(x \mid \phi_{i}^{*}\right) / P\left(x \mid \Phi^{*}\right) \\
& \Gamma_{i}(x)=\Pi_{i}^{-1}\left[t_{i}(x)-\phi_{i}^{*}\right]
\end{aligned}
$$

Here and hereafter, $E(\cdot)=E_{\phi^{*}}(\cdot)$. It follows from Eq. (9) that the convergence rate of the EM algorithm locally around $\Phi^{N}$ is upper bounded by the norm $\left\|G^{\prime}\left(\Phi^{N}\right)\right\|$. By increasing $N$ to infinity, we then get the following upper bound of the asymptotic convergence rate $r$ of the EM algorithm locally around $\Phi^{*}$ :

$$
\begin{align*}
& r \leqslant \lim _{N \rightarrow \infty}\left\|G^{\prime}\left(\Phi^{N}\right)\right\|=\left\|\lim _{N \rightarrow \infty} G^{\prime}\left(\Phi^{N}\right)\right\| \\
& \quad=\left\|E\left(G^{\prime}\left(\Phi^{*}\right)\right)\right\|=\left\|I-Q\left(\Phi^{*}\right) R\left(\Phi^{*}\right)\right\| . \tag{12}
\end{align*}
$$

In the following, we will study the asymptotic convergence rate of the EM algorithm for mixtures of densities from the bell sheltered exponential families via this upper bound through defining an average overlap measure of the component densities in the mixture such that we can analyze its change as the overlap measure tends to zero.

## 3. The main result

### 3.1. The measures of the overlap

We revisit the measures used in [14] for the overlap of component densities in a Gaussian mixture. We consider the following posterior densities for the mixture Eq. (1) with the true parameters $\Phi^{*}$ :

$$
\begin{equation*}
h_{i}(x)=\frac{\alpha_{i}^{*} P_{i}\left(x \mid \phi_{i}^{*}\right)}{\sum_{j=1}^{K} \alpha_{j}^{*} P_{j}\left(x \mid \phi_{j}^{*}\right)} \quad \text { for } i=1, \ldots, K \tag{13}
\end{equation*}
$$

It follows from Eq. (11) that

$$
\begin{equation*}
h_{i}(x)=\alpha_{i}^{*} \beta_{i}(x) . \tag{14}
\end{equation*}
$$

We further let

$$
\begin{equation*}
\gamma_{i j}(x)=\left(\delta_{i j}-h_{i}(x)\right) h_{j}(x) \text { for } i, j=1, \ldots, K, \tag{15}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker function. Then, we define a group of quantities on the overlap of component densities as follows:

$$
e_{i j}\left(\Phi^{*}\right)=\int_{R^{n}}\left|\gamma_{i j}(x)\right| P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu
$$

for $i, j=1,2, \ldots, K$, where $e_{i j}\left(\Phi^{*}\right) \leqslant 1$ since $\left|\gamma_{i j}(x)\right| \leqslant 1$.
For $i \neq j, e_{i j}\left(\Phi^{*}\right)$ can be considered as a measure of the average overlap between the densities of components $i$ and $j$ in the mixture. When $P_{i}\left(x \mid \phi_{i}^{*}\right)$ and $P_{j}\left(x \mid \phi_{j}^{*}\right)$ have a high overlap at a point $x, h_{i}(x) h_{j}(x)$ takes a large value; otherwise, $h_{i}(x) h_{j}(x)$ takes a small value. When they are well separated at $x, h_{i}(x) h_{j}(x)$ becomes zero. Thus, the product $h_{i}(x) h_{j}(x)$ represents the degree of overlap between $P_{i}\left(x \mid \phi_{i}^{*}\right)$ and $P_{j}\left(x \mid \phi_{j}^{*}\right)$ at $x$ in the mixture, and the above $e_{i j}\left(\Phi^{*}\right)$ is an average overlap measure between the densities of components $i$ and $j$ in the mixture.

We start at observing the special case $e\left(\Phi^{*}\right)=0$ which means that

$$
h_{i}(x) h_{j}(x)=0 \quad \text { for } i \neq j
$$

with probability one, i.e., the component densities in the mixture are well separated. In this case, it follows from the result obtained in [18] that the asymptotic convergence rate is zero and the EM algorithm gets a Newton type convergence behavior for the large size of samples. However, this case happens in only a degenerated situation. In this paper, we consider a more general case that the component densities are not well separated, but the mixture can tend to be well separated with the overlap measure $e\left(\Phi^{*}\right)$ attenuating to zero. Although the asymptotic convergence rate of the EM algorithm for such a mixture does not become zero exactly, it is interesting to study how the convergence rate attenuates with the average overlap measure $e\left(\Phi^{*}\right)$ reducing.

### 3.2. Regular conditions and lemmas

The study starts at some assumptions that require the mixtures of densities from the exponential families to satisfy the following regular conditions:
(1) Nondegenerate condition on the mixing proportions: We first assume that the mixing proportions satisfy the nondegenerate condition:

$$
\begin{equation*}
\alpha_{i}^{*} \geqslant \alpha \quad \text { for } i=1, \ldots, K \tag{16}
\end{equation*}
$$

where $\alpha$ is a positive number. If some mixing proportion reduces to zero, the corresponding component distribution will disappear from the mixture, which degenerates to a mixture with a lower number of the mixing components. This assumption prevents this degeneracy.
(2) Uniform attenuating condition on the eigenvalues of the covariance matrices: We let $\Sigma_{i}^{*}$ be the covariance matrix of the $i$ th component density and $\lambda_{i 1}, \ldots, \lambda_{i n}$ its eigenvalues. The eigenvalues of all the covariance matrices satisfy

$$
\begin{equation*}
\beta \lambda\left(\Phi^{*}\right) \leqslant \lambda_{i j} \leqslant \lambda\left(\Phi^{*}\right) \text { for } i=1, \ldots, K, k=1, \ldots, n, \tag{17}
\end{equation*}
$$

where $\beta$ is a positive number and $\lambda\left(\Phi^{*}\right)$ is defined to be the maximum eigenvalue of the covariance matrices $\Sigma_{1}^{*}, \ldots, \Sigma_{K}^{*}$, i.e.,

$$
\lambda\left(\Phi^{*}\right)=\max _{i, j} \lambda_{i j}
$$

which is assumed to be always upper bounded by a positive number $B$. That is, all the eigenvalues uniformly attenuate or reduce to zero when they tend to zero. It follows from Eq. (17) that the condition numbers of the $K$ covariance matrices are also uniformly upper bounded, i.e.,

$$
1 \leqslant \kappa\left(\Sigma_{i}^{*}\right) \leqslant B^{\prime} \quad \text { for } i=1, \ldots, K
$$

where $\kappa\left(\sum_{i}^{*}\right)$ is the condition number of $\Sigma_{i}^{*}$ and $B^{\prime}$ is a positive number.
(3) Regular condition on the mean vectors: The third assumption is that the mean vectors of the component densities in the mixture, i.e., $m_{1}^{*}, \ldots, m_{K}^{*}$, satisfy

$$
\begin{equation*}
\mu D_{\max }\left(\Phi^{*}\right) \leqslant D_{\min }\left(\Phi^{*}\right) \leqslant\left\|m_{i}^{*}-m_{j}^{*}\right\| \leqslant D_{\max }\left(\Phi^{*}\right) \quad \text { for } i \neq j, \tag{18}
\end{equation*}
$$

where $D_{\max }\left(\Phi^{*}\right)=\max _{i \neq j}\left\|m_{i}^{*}-m_{j}^{*}\right\|, \quad D_{\min }\left(\Phi^{*}\right)=\min _{i \neq j}\left\|m_{i}^{*}-m_{j}^{*}\right\|$, and $\mu$ is a positive number. That is, all the distances between two mean vectors are the same order as they tend to infinity. Moreover, when the overlap of densities in the mixture reduces to zero, any pair of two means $m_{i}^{*}, m_{j}^{*}$ cannot be arbitrarily close, i.e., there should be a positive value $T$ such that $\left\|m_{i}^{*}-m_{j}^{*}\right\| \geqslant T$ when $i \neq j$. In this situation, Eq. (18) certainly holds if $m_{1}^{*}, \ldots, m_{K}^{*}$ are always bounded.

We further get an upper estimation of $\left\|\Pi_{i}^{-1}\right\|$, where $\Pi_{i}$ is given in Eq. (10). Since each component $P_{i}\left(x \mid \phi_{i}^{*}\right)$ comes from an exponential family, we have the following equality [11]:

$$
\Pi_{i}=\operatorname{Var}\left(t_{i}(X)\right)=I^{-1}\left(\phi_{i}^{*}\right) \quad \text { or } \quad \Pi_{i}^{-1}=I\left(\phi_{i}^{*}\right),
$$

where $I\left(\phi_{i}^{*}\right)$ is the Fisher information matrix of $P_{i}\left(x \mid \phi_{i}^{*}\right)$.
(4). Dominating condition on Fisher information matrices: Our last assumption is that the norm of the Fisher information matrix $I\left(\phi_{i}^{*}\right)$ for each $P_{i}\left(x \mid \phi_{i}^{*}\right)$ satisfies

$$
\begin{equation*}
\left\|I\left(\phi_{i}^{*}\right)\right\| \leqslant \delta\left\|m_{i}^{*}\right\|^{\tau_{1}}\left(\lambda_{\max }^{i}\right)^{-\tau_{2}} \quad \text { for } i=1, \ldots, K \tag{19}
\end{equation*}
$$

where $\delta$ is a positive number and $\tau_{1}, \tau_{2}$ are nonnegative numbers.
As will be shown in the next section, Condition (4) is satisfied on each component distribution in a Gaussian mixture as long as Condition (2) holds.

For analysis, we also define a quantity $\eta\left(\Phi^{*}\right)$ from the functions $\eta_{1}(x), \ldots, \eta_{K}(x)$ by

$$
\begin{equation*}
\eta\left(\Phi^{*}\right)=\max _{i \neq j} \eta_{i}\left(m_{j}^{*}\right) \tag{20}
\end{equation*}
$$

which will be helpful to establish the relation between the asymptotic convergence rate and the overlap measure $e\left(\Phi^{*}\right)$.

By the function of $\eta_{i}(x)$ to $U_{i}\left(x \mid \phi_{i}^{*}\right)$ given in Eq. (6) as well as $P_{i}\left(x \mid \phi_{i}^{*}\right)$, we can easily have that $e\left(\Phi^{*}\right)$ tends to zero if $\eta\left(\Phi^{*}\right)$ tends to zero. On the other hand, if $e\left(\Phi^{*}\right)$ tends to zero, there generally appear two situations: (a) $\eta\left(\Phi^{*}\right)$ does not tend to zero; and (b) $\eta\left(\Phi^{*}\right)$ tends to zero.

In the situation (a), as $e\left(\Phi^{*}\right)$ tends zero, the covariance matrix $\Sigma_{i}^{*}$ of each component can always keep nonsingular, but there will be no overlap between any two component densities in the limit mixture, which means that the component densities in the mixture can be well separated. This is a special case of the mixture of densities from exponential families and the EM algorithm in this special case is already asymptotic superlinear by the analysis of Redner and Walker [18]. Thus, we do not need to consider this special situation.

As to the situation (b), any two component densities in the mixture cannot be wellseparated, which is the general case of the mixture of densities from exponential families. If $e\left(\Phi^{*}\right)$ tends to zero, the covariance matrix $\Sigma_{i}^{*}$ of each component will tend to zero such that the component distribution is degenerated to a point distribution. That is, each $\lambda_{\text {max }}^{i} \rightarrow 0$. Because $\left\|m_{i}^{*}-m_{j}^{*}\right\| \geqslant T$ under our assumptions, we have that
$\eta\left(\Phi^{*}\right) \rightarrow 0$. Therefore, we have that $\eta\left(\Phi^{*}\right) \rightarrow 0$ while $e\left(\Phi^{*}\right) \rightarrow 0$ and thus $\eta\left(\Phi^{*}\right) \rightarrow 0$ is equivalent to $\eta\left(\Phi^{*}\right) \rightarrow 0$ in this general situation.

As we need only to consider the general situation that the component densities cannot be well separated, but tend to be well separated with $e\left(\Phi^{*}\right)$ attenuating to zero, we will use the equivalence of $\eta\left(\Phi^{*}\right) \rightarrow 0$ and $e\left(\Phi^{*}\right) \rightarrow 0$ in our study.

Since $\eta\left(\Phi^{*}\right)$ is not an invertible function, i.e., there may be many $\Phi^{*}$ s for a value of $\eta\left(\Phi^{*}\right)$, we further define

$$
\begin{equation*}
f(\eta)=\sup _{\eta\left(\Phi^{*}\right)=\eta} e\left(\Phi^{*}\right) \tag{21}
\end{equation*}
$$

which is well defined because $e\left(\Phi^{*}\right)$ is always not larger than 1. By the definition, we certainly have

$$
\begin{equation*}
e_{i j}\left(\Phi^{*}\right) \leqslant e\left(\Phi^{*}\right) \leqslant f\left(\eta\left(\Phi^{*}\right)\right) \quad \text { for } i \neq j \tag{22}
\end{equation*}
$$

Finally, have three lemmas as follows (see the Appendix A for the derivation).
Lemma 1. Suppose that a mixture of $K$ densities from the bell sheltered exponential families of the parameter $\Phi^{*}$ satisfies Conditions (1)-(3). As $\eta\left(\Phi^{*}\right)$ tends to zero, we have
(i) $\eta\left(\Phi^{*}\right), \eta_{i}\left(m_{j}^{*}\right)$ and $\eta_{j}\left(m_{i}^{*}\right)$ are the equivalent infinitesimals.
(ii) For $i \neq j$, we have

$$
\begin{equation*}
\left\|m_{i}^{*}\right\| \leqslant T^{\prime}\left\|m_{i}^{*}-m_{j}^{*}\right\|, \tag{23}
\end{equation*}
$$

where $T^{\prime}$ is a positive number.
(iii) For any two nonnegative numbers with $p+q>0$, we have

$$
\begin{equation*}
\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p}\left(\lambda_{\max }^{i}\right)^{-v q} \leqslant O\left(\eta^{-p \vee q}\left(\Phi^{*}\right)\right) \tag{24}
\end{equation*}
$$

where $p \vee q=\max \{p, q\}$.

Lemma 2. Suppose that a mixture of $K$ densities from the bell sheltered exponential families of the parameter $\Phi^{*}$ satisfies Conditions (1)-(3). As $\eta\left(\Phi^{*}\right)$ tends to zero, we have for each $i$
(i) $\quad\left\|\Pi_{i}\right\| \leqslant \psi\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p}$,
where $j \neq i, \psi$ and $p$ are some positive numbers.
(ii) $\quad E\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2}\right) \leqslant \nu M_{i}^{q}\left(\Phi^{*}\right)$,
where $M_{i}\left(\Phi^{*}\right)=\max _{j \neq i}\left\|m_{i}^{*}-m_{j}^{*}\right\|, v$ and $q$ are some positive numbers.
Lemma 3. Suppose that a mixture of $K$ densities from the bell sheltered exponential families of the parameter $\Phi^{*}$ satisfies Conditions (1)-(3) and $\eta\left(\Phi^{*}\right) \rightarrow 0$ as an infinitesimal, we have

$$
\begin{equation*}
f^{\varepsilon}\left(\eta\left(\Phi^{*}\right)\right)=o\left(\eta^{p}\left(\Phi^{*}\right)\right), \tag{27}
\end{equation*}
$$

where $\varepsilon>0, p$ is any positive number and $o(x)$ means that it is a higher order infinitesimal as $x \rightarrow 0$.

These three lemmas establish certain important relations between the useful quantities which will appear in the proof of the main theorem. Especially, the relation between $e\left(\Phi^{*}\right)$ and $\eta\left(\Phi^{*}\right)$ given by Lemma 3 actually reflects the characteristic of the densities from the bell sheltered exponential families.

### 3.3. The main theorem

With the above preparations, we are ready to give our main theorem.
Theorem 1. Given a mixture of $K$ densities from the bell sheltered exponential families of the parameter $\Phi^{*}$ that satisfies Conditions (1)-(4), as e( $\left.\Phi^{*}\right)$ tends to zero as an infinitesimal, we have

$$
\begin{equation*}
r \leqslant\left\|E\left(G^{\prime}\left(\Phi^{*}\right)\right)\right\|=o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right), \tag{28}
\end{equation*}
$$

where $\varepsilon$ is an arbitrarily small positive number.
According to this theorem, under certain regular conditions, as the overlap of components in the mixture of densities from the bell sheltered exponential families becomes small, or more precisely, $e\left(\Phi^{*}\right) \rightarrow 0,\left\|E\left(G^{\prime}\left(\Phi^{*}\right)\right)\right\|$ is a higher order infinitesimal than $\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)$. Therefore, as $\mathrm{e}\left(\Phi^{*}\right)$ tends to zero, the asymptotic convergence rate of the EM algorithm locally around $\Phi^{*}$ is a higher order infinitesimal than $\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)$. That is, when $e\left(\Phi^{*}\right)$ is small and $N$ is large enough, the convergence rate of the EM algorithm approaches approximately zero. In other words, the EM algorithm in this case has a quasi-Newton type convergence behavior. Moreover, it follows from the theorem that the asymptotic convergence rate attenuates exponentially with the overlap measure as it tends to zero. This means that as the overlap measure in the mixture reduces, the convergence speed of EM increases greatly. This result may provide a theoretic basis for the study of the convergence rate of EM in the cases of finite overlap and data.

On the other hand, the theorem has also provided a new mathematical proof for the well-known fact that the rate of the EM algorithm is determined by the fraction of missing-data information. Actually, the measure of overlap among the component densities is equivalent to the fraction of missing-data information in the mixture. While the overlap measure tends to zero, the component density of each sample data becomes very clear. That is, the fraction of missing-data information reduces to zero. Therefore, the overlap measure can be considered as the fraction of missing-data information in the mixture. In this way, the theorem has also proved that the EM algorithm tends to converge superlinearly as the fraction of missing-data information tends to be zero. Moreover, this theorem also provides another proof for the correctness of the acceleration methods like the "working parameter" method [16] and the PX-EM algorithm [13], which are based on the concept that the EM algorithm will have a fast rate of convergence if the fraction of missing-data information is small.

Proof of Theorem 1. We begin with the computation of the product $Q\left(\Phi^{*}\right) R\left(\Phi^{*}\right)$. According to the expressions of $Q\left(\Phi^{*}\right)$ and $R\left(\Phi^{*}\right)$, we compute the elements of $Q\left(\Phi^{*}\right) R\left(\Phi^{*}\right)$ by blocks, as follows:

$$
\begin{aligned}
Q\left(\Phi^{*}\right) R\left(\Phi^{*}\right)= & \operatorname{diag}\left[\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right], \alpha^{*-1} \Pi_{1}, \ldots, \alpha_{K}^{*-1} \Pi_{K}\right] \\
& \times\left(\begin{array}{lllc}
R_{\beta, \beta^{\mathrm{T}}} & R_{\beta, \Gamma_{1}^{\mathrm{T}}} & \cdots & R_{\beta, \Gamma_{K}^{\mathrm{T}}}^{\mathrm{T}} \\
R_{\Gamma_{1}, \beta^{\mathrm{T}}} & R_{\Gamma_{1}, \Gamma_{1}^{\mathrm{T}}} & \cdots & R_{\Gamma_{1}, \Gamma_{K}^{\mathrm{T}}} \\
\vdots & \vdots & \ddots & \vdots \\
R_{\Gamma_{K}, \beta^{\mathrm{T}}} & R_{\Gamma_{K}, \Gamma_{1}^{\mathrm{T}}} & \cdots & R_{\Gamma_{K}, \Gamma_{K}^{\mathrm{T}}}
\end{array}\right) \\
= & \left(\begin{array}{lllc}
\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \beta^{\mathrm{T}}} & \operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \Gamma_{1}^{\mathrm{T}}} & \cdots & \operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \Gamma_{K}^{\mathrm{T}}} \\
\alpha_{1}^{*-1} \Pi_{1} R_{\Gamma_{1}, \beta^{\mathrm{T}}} & \alpha_{1}^{*-1} \Pi_{1} R_{\Gamma_{1}, \Gamma_{1}^{\mathrm{T}}}^{\mathrm{T}} & \cdots & \alpha_{1}^{*-1} \Pi_{1} R_{\Gamma_{1}, \Gamma_{K}^{\mathrm{T}}} \\
\vdots & \vdots & & \ddots \\
\vdots \\
\alpha_{K}^{*-1} \Pi_{K} R_{\Gamma_{K}, \beta^{\mathrm{T}}} & \alpha_{K}^{*-1} \Pi_{K} R_{\Gamma_{K}, \Gamma_{1}^{\mathrm{T}}} & \cdots & \alpha_{K}^{*-1} \Pi_{K} R_{\Gamma_{K}, \Gamma_{K}^{\mathrm{T}}}
\end{array}\right),
\end{aligned}
$$

where $\beta(x)=\left[\beta_{1}(x), \ldots, \beta_{K}(x)\right]^{\mathrm{T}}$ and $\mathscr{A}=\left[\alpha_{1}^{*}, \ldots, \alpha_{K}^{*}\right]^{\mathrm{T}}$. The blocks of the matrix $R\left(\Phi^{*}\right)$ are defined according to the blocks of $V(x)$ as

$$
V(x)=\left[\beta(x)^{\mathrm{T}}, \alpha_{1}^{*} \beta_{1}(x) \Gamma_{1}(x)^{\mathrm{T}}, \ldots, \alpha_{K}^{*} \beta_{K}(x) \Gamma_{K}(x)^{\mathrm{T}}\right]^{\mathrm{T}} .
$$

(a) The computation of $\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \beta^{\mathrm{T}}}$ : From the definition of $\beta_{i}(x)$ and the relation that $h_{i}(x)=\alpha_{i}^{*} \beta_{i}(x)$, we have

$$
\begin{aligned}
& \int_{R^{n}} \beta_{i}(x) \beta_{j}(x) P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu=\frac{1}{\alpha_{i}^{*} \alpha_{j}^{*}} e_{i j}\left(\Phi^{*}\right) \quad \text { if } i \neq j, \\
& \int_{R^{n}} \beta_{i}^{2}(x) P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu=\frac{1}{\alpha_{i}^{*}}-\frac{1}{\left(\alpha_{i}^{*}\right)^{2}} e_{i i}\left(\Phi^{*}\right)
\end{aligned}
$$

which lead to

$$
\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \beta^{\mathrm{T}}}=I_{K}+\left(\begin{array}{cccc}
-\alpha_{1}^{*-1} e_{11}\left(\Phi^{*}\right) & \alpha_{2}^{*-1} e_{12}\left(\Phi^{*}\right) & \cdots & \alpha_{K}^{*-1} e_{1 K}\left(\Phi^{*}\right) \\
\alpha_{1}^{*-1} e_{21}\left(\Phi^{*}\right) & -\alpha_{2}^{*-1} e_{22}\left(\Phi^{*}\right) & \cdots & \alpha_{K}^{*-1} e_{2 K}\left(\Phi^{*}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{*-1} e_{K 1}\left(\Phi^{*}\right) & \alpha_{2}^{*-1} e_{K 2}\left(\Phi^{*}\right) & \cdots & -\alpha_{K}^{*-1} e_{K K}\left(\Phi^{*}\right)
\end{array}\right)
$$

Because

$$
\frac{1}{\alpha_{j}^{*}} e_{i j}\left(\Phi^{*}\right) \leqslant \frac{1}{\alpha} e_{i j}\left(\Phi^{*}\right)=o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right),
$$

we further have

$$
\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \beta^{\mathrm{T}}}=I_{K}+o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right) .
$$

(b) The computation of $\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \Gamma_{i}^{\mathrm{T}}}(i=1, \ldots, K)$ : According to the definition, we have

$$
\begin{aligned}
R_{\beta, \Gamma_{i}^{\mathrm{T}}} & =E\left(\alpha_{i}^{*} \beta_{i}(X) \beta(X) \Gamma_{i}^{\mathrm{T}}(X)\right) \\
& =E\left(\left[\begin{array}{c}
\alpha_{1}^{*-1} h_{1}(X) h_{i}(X) \\
\vdots \\
\alpha_{i}^{*-1} h_{i}(X) h_{i}(X) \\
\vdots \\
\alpha_{K}^{*-1} h_{K}(X) h_{i}(X)
\end{array}\right]\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}} \Pi_{i}^{-1}\right) \\
& =E\left(\left[\begin{array}{c}
\alpha_{1}^{*-1} h_{1}(X) h_{i}(X) \\
\vdots \\
\alpha_{i}^{*-1} h_{i}(X)\left(h_{i}(X)-1\right) \\
\vdots \\
\alpha_{K}^{*-1} h_{K}(X) h_{i}(X)
\end{array}\right]\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\right) \Pi_{i}^{-1},
\end{aligned}
$$

where $X$ is the random vector subject to the probability distribution $P\left(x \mid \Phi^{*}\right)$. In this derivation, we have used the fact:

$$
E\left(h_{i}(X) \Gamma_{i}(X)\right)=\Pi_{i}^{-1} \alpha_{i}^{*} \int_{R^{n}}\left(t_{i}(x)-\phi_{i}^{*}\right) P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu=0 .
$$

Moreover, with the notations $t_{i}(x)=\left[t_{i, 1}(x), \ldots, t_{i, d_{i}}(x)\right]^{\mathrm{T}}$ and $\phi_{i}^{*}=\left[\phi_{i, 1}^{*}, \ldots, \phi_{i, d_{i}}^{*}\right]^{\mathrm{T}}$, we have

$$
\begin{aligned}
& \operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] E\left(\alpha_{i}^{*} \beta_{i}(X) \beta(X) \Gamma_{i}^{\mathrm{T}}\right)=E\left(\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] \alpha_{i}^{*} \beta_{i}(X) \beta(X)\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\right) \Pi_{i}^{-1} \\
& \quad=\left(\begin{array}{lll}
E\left(h_{1}(X) h_{i}(X)\left(t_{i, 1}(X)-\phi_{i, 1}^{*}\right)\right) & \cdots & E\left(h_{1}(X) h_{i}(X)\left(t_{i, d_{i}}(X)-\phi_{i, d_{i}}^{*}\right)\right) \\
\vdots & \ddots & \vdots \\
E\left(h_{i-1}(X) h_{i}(X)\left(t_{i, 1}(X)-\phi_{i, 1}^{*}\right)\right) & \cdots & E\left(h_{i-1}(X) h_{i}(X)\left(t_{i, d_{i}}(X)-\phi_{i, d_{i}}^{*}\right)\right) \\
E\left(h_{i}(X)\left(h_{i}(X)-1\right)\left(t_{i, 1}(X)-\phi_{i, 1}^{*}\right)\right) & \cdots & E\left(h_{i}(X)\left(h_{i}(X)-1\right)\left(t_{i, l_{i}}(X)-\phi_{i, d_{i}}^{*}\right)\right) \\
E\left(h_{i+1}(X) h_{i}(X)\left(t_{i, 1}(X)-\phi_{i, 1}^{*}\right)\right) & \cdots & E\left(h_{i+1}(X) h_{i}(X)\left(t_{i, d_{i}}(X)-\phi_{i, d_{i}}^{*}\right)\right. \\
\vdots & \ddots & \vdots \\
E\left(h_{K}(X) h_{i}(X)\left(t_{i, 1}(X)-\phi_{i, 1}^{*}\right)\right) & \cdots & E\left(h_{K}(X) h_{i}(X)\left(t_{i, l_{i}}(X)-\phi_{i, d_{i}}^{*}\right)\right)
\end{array}\right) \Pi_{i}^{-1} .
\end{aligned}
$$

Specifically, we consider each item in the above first matrix. It follows from the Cauchy-Schwarz inequality and the fact $\left|\gamma_{i j}(x)\right| \leqslant 1$ that

$$
\begin{aligned}
& \left|E\left(h_{j}(X)\left(h_{i}(X)-\delta_{i j}\right)\left(t_{i, k}(X)-\phi_{i, k}^{*}\right)\right)\right| \\
& \quad \leqslant E\left(\left|h_{j}(X)\left(h_{i}(X)-\delta_{i j}\right)\right| \mid\left(t_{i, k}(X)-\phi_{i, k}^{*} \mid\right)\right. \\
& \quad \leqslant E^{1 / 2}\left(\gamma_{i j}^{2}(X)\right) E^{1 / 2}\left(\left(t_{i, k}(X)-\phi_{i, k}^{*}\right)^{2}\right) \\
& \quad \leqslant E^{1 / 2}\left(\mid \gamma_{i j}(X)\right) E^{1 / 2}\left(\left(t_{i, k}(X)-\phi_{i, k}^{*}\right)^{2}\right) \\
& \quad \leqslant \sqrt{e_{i j}\left(\Phi^{*}\right)} E^{1 / 2}\left(\left(t_{i, k}(X)-\phi_{i, k}^{*}\right)^{2}\right) .
\end{aligned}
$$

According to Lemma 2, $E\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2} \mid \Phi^{*}\right)$ is upper bounded by $v M_{i}^{q}\left(\Phi^{*}\right)$. Then, all the terms $E^{1 / 2}\left(\left(t_{i, k}(X)-\phi_{i, k}^{*}\right)^{2}\right)$ are certainly upper bounded by $\sqrt{v M_{i}^{q}\left(\Phi^{*}\right)}$. Therefore, we have

$$
E\left(\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] \alpha_{i}^{*} \beta_{i}(X) \beta(X)\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\right)=O\left(M_{i}^{q / 2}\left(\Phi^{*}\right) e^{0.5}\left(\Phi^{*}\right)\right) .
$$

According to Lemmas 1 and $3, M_{i}^{q / 2}\left(\Phi^{*}\right) \mathrm{e}^{0.5}\left(\Phi^{*}\right)$ is also an infinitesimal as $e\left(\Phi^{*}\right)$ or $\eta\left(\Phi^{*}\right)$ tends to zero. It further follows from the properties of the matrix norms that

$$
\left\|E\left(\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] \alpha_{i}^{*} \beta_{i}(X) \beta(X)\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\right)\right\|=O\left(M_{i}^{q / 2}\left(\Phi^{*}\right) \mathrm{e}^{0.5}\left(\Phi^{*}\right)\right)
$$

Moreover, we always have

$$
\left\|\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \Gamma_{i}^{\mathrm{T}}}\right\| \leqslant\left\|E\left(\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] \alpha_{i}^{*} \beta_{i}(X) \beta(X)\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\right)\right\|\left\|\Pi_{i}^{-1}\right\|
$$

and

$$
\left\|\Pi_{i}^{-1}\right\|=\left\|I\left(\phi_{i}^{*}\right)\right\| \leqslant O\left(\left\|m_{i}^{*}\right\|^{\tau_{1}}\left(\lambda_{\max }^{i}\right)^{-\tau_{2}}\right)
$$

under Condition (4). Thus, we further have

$$
\left\|\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \Gamma_{i}^{\mathrm{T}}}\right\| \leqslant v \| m_{i}^{*}-m_{j^{*} \|^{*}}^{q_{1}}\left(\lambda_{\max }^{i}\right)^{-q_{2}} \mathrm{e}^{0.5}\left(\Phi^{*}\right)
$$

where $q_{1}=(q / 2)+\tau_{1}, q_{2}=\tau_{2}$, and $v$ is a positive number.
Therefore, it follows from Lemmas 1 and 3 that

$$
\left\|\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \Gamma_{i}^{\mathrm{T}}}\right\| \leqslant O\left(\eta^{-q_{1} \vee q_{2}}\left(\Phi^{*}\right)\right) e^{0.5}\left(\Phi^{*}\right)=o\left(e^{0.5-\varepsilon}\left(\Phi^{*}\right)\right) .
$$

By the properties of matrix norms, we are finally led to

$$
\operatorname{diag}\left[\mathscr{A}^{\mathrm{T}}\right] R_{\beta, \Gamma_{i}^{\mathrm{T}}}=o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right) .
$$

(c) The computation of $\alpha_{i}^{*-1} \Pi_{i} R_{\Gamma_{\mathrm{d}}, \beta^{\mathrm{T}}}(i=1, \ldots, K)$ : According to condition (1) and Lemma $2, \alpha_{i}^{*-1}\left\|\Pi_{i}\right\|$ is upper bounded by $(1 / \alpha) \psi\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p}$, where $j \neq i, \psi$ and $p$ are positive numbers. Because $R_{\Gamma_{i}, \beta}=R_{\beta, \Gamma_{i}^{\mathrm{T}}}^{\mathrm{T}}$, in a similar way as (b) we can prove:

$$
\alpha_{i}^{*-1} \Pi_{i} R_{\Gamma_{i}, \beta^{\mathrm{T}}}=o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right) .
$$

(d) The computation of $\alpha_{i}^{*-1} \Pi_{i} R_{\Gamma_{i}, \Gamma_{i}^{\mathrm{T}}}(i=1, \ldots, K)$ : By the definition of $V(x)$, we have

$$
\begin{aligned}
\alpha_{i}^{*-1} \Pi_{i} R_{\Gamma_{i}, \Gamma_{i}^{\mathrm{T}}} & =\alpha_{i}^{*-1} \Pi_{i} E\left(h_{i}^{2}(X) \Gamma_{i}(X) \Gamma_{i}^{\mathrm{T}}(X)\right) \\
& =\alpha_{i}^{*-1} E\left(h_{i}^{2}(X)\left(t_{i}(X)-\phi_{i}^{*}\right)\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\right) \Pi_{i}^{-1} \\
& =I_{d_{i}}+\alpha_{i}^{*-1} E\left(h_{i}(X)\left(h_{i}(X)-1\right)\left(t_{i}(X)-\phi_{i}^{*}\right)\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\right) \Pi_{i}^{-1},
\end{aligned}
$$

where we have used the fact:

$$
\Pi_{i} E\left(h_{i}(X) \Gamma_{i}(X) \Gamma_{i}^{\mathrm{T}}(X)\right)=\alpha_{i}^{*} I_{d_{i}}
$$

Furthermore, considering that $E\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2} \mid \Phi^{*}\right)$ is upper bounded by $v M_{i}^{q}\left(\Phi^{*}\right)$ and $\alpha_{i}^{*-1}$ is upper bounded, in a similar way as above, we can prove:

$$
\alpha_{i}^{*-1} E\left(h_{i}(X)\left(h_{i}(X)-1\right)\left(t_{i}(X)-\phi_{i}^{*}\right)\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\right) \Pi_{i}^{-1}=o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right)
$$

from which, we have

$$
\alpha_{i}^{*-1} \Pi_{i} R_{\Gamma_{i}, \Gamma_{i}^{\mathrm{T}}}=I_{d_{i}}+o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right)
$$

(e) The computation of $\alpha_{i}^{*-1} \Pi_{i} R_{\Gamma_{i}, \Gamma_{j}^{\mathrm{T}}}(j \neq i)$ : By the definition of $V(x)$, we have

$$
\begin{aligned}
\alpha_{i}^{*-1} \Pi_{i} R_{\Gamma_{i}, \Gamma_{j}^{\mathrm{T}}} & =\alpha_{i}^{*-1} E\left(\alpha_{i}^{*} \beta_{i}(X) \alpha_{j}^{*} \beta_{j}(X)\left(t_{i}(X)-\phi_{i}^{*}\right)\left(t_{j}(X)-\phi_{j}^{*}\right)^{\mathrm{T}}\right) \Pi_{j}^{-1} \\
& =\alpha_{i}^{*-1} E\left(h_{i}(X) h_{j}(X)\left(t_{i}(X)-\phi_{i}^{*}\right)\left(t_{j}(X)-\phi_{j}^{*}\right)^{\mathrm{T}}\right) \Pi_{j}^{-1} .
\end{aligned}
$$

Similarly as in (b), we can prove that

$$
\alpha_{i}^{*-1} \Pi_{i} R_{\Gamma_{i}, \Gamma_{j}^{\mathrm{T}}}=o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right)
$$

Summing up the results in (a)-(e), we obtain:

$$
Q\left(\Phi^{*}\right) R\left(\Phi^{*}\right)=I+o\left(\mathrm{e}^{0.5-\varepsilon}\right) .
$$

Thus, according to Eq. (12), we finally get

$$
r \leqslant\left\|I-Q\left(\Phi^{*}\right) R\left(\Phi^{*}\right)\right\|=o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right)
$$

## 4. A typical class: Gaussian mixtures

We further discuss the asymptotic convergence rate of the EM algorithm for Gaussian mixtures which are a typical class of mixtures of densities from exponential families. As proved in [1], a Gaussian density $P_{i}\left(x \mid m_{i}, \Sigma_{i}\right)$ given by Eq. (2) can be considered as a exponential family with $\theta_{i}=\left(\Sigma_{i}^{-1} m_{i}, \Sigma_{i}^{-1}\right)$ and the corresponding $t_{i}(x)=\left(x,-\frac{1}{2} x x^{\mathrm{T}}\right)$. Therefore, the mean parameter $\phi_{i}$, corresponding to $\theta_{i}$, is ( $m_{i},-\frac{1}{2}\left(\Sigma_{i}+m_{i} m_{i}^{\mathrm{T}}\right)$ ) which is equivalent to the common parameter ( $m_{i}, \Sigma_{i}$ ) for the multivariate normal family.

Next, we have the following lemma which indicates that Gaussian densities are bell-sheltered if the condition numbers of their covariance matrices are upper bounded.

Lemma 4. Suppose that $P_{i}\left(x \mid \phi_{i}^{*}\right)=P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right)$ is a Gaussian distribution with the mean $m_{i}^{*}$ and the covariance matrix $\Sigma_{i}^{*}$, and that the condition number of $\Sigma_{i}^{*}$, i.e., $\kappa\left(\Sigma_{i}^{*}\right)$, is upper bounded by $B^{\prime}$. We have that $P_{i}\left(x \mid \hat{\phi}_{i}^{*}\right)$ is bell-sheltered, i.e.,

$$
\begin{equation*}
P_{i}\left(x \mid \phi_{i}^{*}\right)=P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right) \leqslant b \frac{1}{\left(\lambda_{\max }^{i}\right)^{n / 2}} \mathrm{e}^{-\left(1 / 2 \lambda_{\max }^{i}\right)\left\|x-m_{i}^{*}\right\|^{2}}, \tag{29}
\end{equation*}
$$

where $b$ is a positive number.
Proof. By the orthogonal linear transformation $y=U_{i}\left(x-m_{i}^{*}\right)$ with the notation

$$
P\left(y \mid \lambda_{\max }^{i}\right)=\frac{1}{\left(2 \pi \lambda_{\max }^{i}\right)^{n / 2}} \mathrm{e}^{-\left(1 / 2 \lambda_{\text {max }}^{i}\right)\|y\|^{2}},
$$

we have

$$
P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right) \leqslant B^{\prime n / 2} P\left(y \mid \lambda_{\max }^{i}\right),
$$

since $\kappa\left(\Sigma_{i}^{*}\right) \leqslant B^{\prime}$. Moreover, from $\|y\|=\left\|x-m_{i}^{*}\right\|$, we certainly have

$$
P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right) \leqslant b \frac{1}{\left(\lambda_{\max }^{i}\right)^{n / 2}} \mathrm{e}^{-\left(1 / 2 \lambda_{\max }^{i}\right)\left\|x-m_{i}^{*}\right\|^{2}},
$$

where $b=\left(B^{\prime} / 2 \pi\right)^{n / 2}$.
By Lemma 4, under conditions (1)-(3), a Gaussian mixture of the parameter $\Phi^{*}$ is certainly a mixture of $K$ densities from the same bell sheltered exponential family. Moreover, for each component density $P_{i}\left(x \mid \phi_{i}^{*}\right)=P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right), t_{i}(x)$ takes the following form:

$$
t_{i}(x)= \begin{cases}x & \text { for } m_{i}^{*} \\ -\frac{1}{2} x x^{\mathrm{T}} & \text { for }-\frac{1}{2}\left(\sum_{i}^{*}+m_{i}^{*}\left(m_{i}^{*}\right)^{\mathrm{T}}\right) .\end{cases}
$$

We then have that the components of each $t_{i}(x)$ are polynomials of $x_{1}, \ldots, x_{n}$. Therefore, a Gaussian mixture of the parameter $\Phi^{*}$ under conditions (1)-(3) satisfies all the assumptions on the mixture of the main theorem except condition (4). Fortunately, on a Gaussian distribution, condition (4) is implied in condition (2), which is shown by the following lemma. For convenience of expression, we let $\phi_{i}^{*}=\left[\left(m_{i}^{*}\right)^{\mathrm{T}} \text {, vec }\left[\dot{\Sigma}_{i}^{*}\right]^{\mathrm{T}}\right]^{\mathrm{T}}$, where $\dot{\Sigma}_{i}^{*}=-\frac{1}{2}\left(\Sigma_{i}^{*}+m_{i}^{*}\left(m_{i}^{*}\right)^{\mathrm{T}}\right)$, and $\hat{\phi}_{i}^{*}=\left[\left(m_{i}^{*}\right)^{\mathrm{T}}, \operatorname{vec}\left[\Sigma_{i}^{*}\right]^{\mathrm{T}}\right]^{\mathrm{T}}$.

Lemma 5. Suppose that $P_{i}\left(x \mid \phi_{i}^{*}\right)=P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right)$ is a Gaussian density and $\kappa\left(\Sigma_{i}^{*}\right)$ is upper bounded. As $\lambda_{\text {max }}^{i}$ tends to zero, we have

$$
\begin{equation*}
\left\|I\left(\phi_{i}^{*}\right)\right\|=O\left(\left(\lambda_{\max }^{i}\right)^{-\tau}\right) \tag{30}
\end{equation*}
$$

where $\tau$ is a positive number.

Proof. By derivation, we have

$$
\begin{align*}
& \frac{\partial P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right)}{\partial m_{i}^{*}}=\left(x-m_{i}^{*}\right) \Sigma_{i}^{*} P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right)  \tag{31}\\
& \frac{\partial P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right)}{\partial \Sigma_{i}^{*}}=-\frac{1}{2}\left(\Sigma_{i}^{*-1}-\Sigma_{i}^{*-1}\left(x-m_{i}^{*}\right)\left(x-m_{i}^{*}\right)^{\mathrm{T}} \Sigma_{i}^{*-1}\right) P_{i}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right) \tag{32}
\end{align*}
$$

According to the definition of the Fisher information matrix, we also have

$$
\begin{aligned}
I\left(\phi_{i}^{*}\right) & =E_{\phi_{i}^{*}}\left(\left(\frac{\partial P_{i}\left(X \mid \phi_{i}^{*}\right)}{\partial \phi_{i}^{*}}\right)\left(\frac{\partial P_{i}\left(X \mid \phi_{i}^{*}\right)}{\partial \phi_{i}^{*}}\right)^{\mathrm{T}}\right) \\
& =E_{\phi_{i}^{*}}\left(\frac{\partial\left(\hat{\phi}_{i}^{*}\right)^{\mathrm{T}}}{\partial \phi_{i}^{*}}\left(\frac{\partial P_{i}\left(X \mid \phi_{i}^{*}\right)}{\partial \hat{\phi}_{i}^{*}}\right)\left(\frac{\partial P_{i}\left(X \mid \phi_{i}^{*}\right)}{\partial \hat{\phi}_{i}^{*}}\right)^{\mathrm{T}}\left(\frac{\partial\left(\hat{\phi}_{i}^{*}\right)^{\mathrm{T}}}{\partial \phi_{i}^{*}}\right)^{\mathrm{T}}\right) \\
& =\frac{\partial\left(\hat{\phi}_{i}^{*}\right)^{\mathrm{T}}}{\partial \phi_{i}^{*}} I\left(\hat{\phi}_{i}^{*}\right)\left(\frac{\partial\left(\hat{\phi}_{i}^{*}\right)^{\mathrm{T}}}{\partial \phi_{i}^{*}}\right)^{\mathrm{T}},
\end{aligned}
$$

where

$$
I\left(\hat{\phi}_{i}^{*}\right)=E_{\phi_{i}^{*}}\left(\left(\frac{\partial P_{i}\left(X \mid \phi_{i}^{*}\right)}{\partial \hat{\phi}_{i}^{*}}\right)\left(\frac{\partial P_{i}\left(X \mid \phi_{i}^{*}\right)}{\partial \hat{\phi}_{i}^{*}}\right)^{\mathrm{T}}\right)
$$

If Eqs. (31) and (32) are substituted into the above equation and the power $P_{i}^{3}\left(x \mid m_{i}^{*}, \Sigma_{i}^{*}\right)$ in the integrand of $I\left(\hat{\phi}_{i}^{*}\right)$ is transformed into a Gaussian density $P_{i}\left(x \mid m_{i}^{*}, \frac{1}{3} \Sigma_{i}^{*}\right)$ multiplied by a negative order power of $\left|\Sigma_{i}^{*}\right|$ with a positive constant coefficient, we further have

$$
I\left(\hat{\phi}_{i}^{*}\right)=E_{\left(m_{i}^{*},(1 / 3) \Sigma_{i}^{*}\right)}\left(G\left(X, \phi_{i}^{*}\right)\right),
$$

where $G\left(x, \phi_{i}^{*}\right)$ is a matrix function of $x-m_{i}^{*}$ and $\Sigma_{i}^{*}$. Take the transformation $y=x-m_{i}^{*}$, we then have

$$
I\left(\hat{\phi}_{i}^{*}\right)=E_{\left(0,(1 / 3) \Sigma_{i}^{*}\right)}\left(G\left(Y, \Sigma_{i}^{*}\right)\right),
$$

where $G\left(y, \Sigma_{i}^{*}\right)$ is a matrix whose components $g_{p q}\left(y, \Sigma_{i}^{*}\right)$ are the polynomial functions of $y_{1}, \ldots, y_{n}$. If we represent $\Sigma_{i}^{*-1}$ via its adjoint matrix by

$$
\Sigma_{i}^{*-1}=\left|\Sigma_{i}^{*}\right|^{-1}\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 d_{i}} \\
a_{21} & a_{22} & \cdots & a_{2 d_{i}} \\
\vdots & \vdots & \ddots & \vdots \\
a_{d_{i} 1} & a_{d_{i} 2} & \cdots & a_{d_{i} d_{i}}
\end{array}\right)
$$

where $a_{k l}$ is the determinant of the complementary submatrix of $\sigma_{k l}^{* i}$ in $\Sigma_{i}^{*}$, the coefficients in each $g_{p q}\left(y, \Sigma_{i}^{*}\right)$ are clearly the constant polynomial functions of $\sigma_{k l}^{* j}$ multiplied by a negative order power of $\left|\Sigma_{i}^{*}\right|$. Since these $\sigma_{k l}^{* i}$ are always upper
bounded, there exits a positive number $\tau$ such that the absolute values of all the coefficients in each $\left(\lambda_{\max }^{i}\right)^{\tau} g_{p q}\left(y, \Sigma_{i}^{*}\right)$ are upper bounded. By the properties of Gaussian distribution and $\lambda_{\max }<B$, we have that $\left.\left.E_{\left(0,1 / 3 \Sigma_{i}^{*}\right)}\right)\left(\lambda_{\max }^{i}\right)^{\tau} g_{p q}\left(Y, \Sigma_{i}^{*}\right)\right)$ is also bounded. Therefore, we have

$$
\begin{aligned}
\left\|I\left(\hat{\phi}_{i}^{*}\right)\right\| & =\left\|\left(\lambda_{\max }^{i}\right)^{-\tau}\left(\lambda_{\max }^{i}\right)^{\tau} I\left(\phi_{i}^{*}\right)\right\| \\
& =\left(\lambda_{\max }^{i}\right)^{-\tau}\left\|\left(\lambda_{\max }^{i}\right)^{\tau} I\left(\phi_{i}^{*}\right)\right\| \\
& \leqslant \omega\left(\lambda_{\max }^{i}\right)^{-\tau},
\end{aligned}
$$

where $\omega$ is a positive number. Because

$$
\left\|I\left(\phi_{i}^{*}\right)\right\| \leqslant\left\|\frac{\partial\left(\hat{\phi}_{i}^{*}\right)^{\mathrm{T}}}{\partial \phi_{i}^{*}}\right\|\left\|I\left(\hat{\phi}_{i}^{*}\right)\right\|\left\|\left(\frac{\partial\left(\hat{\phi}_{i}^{*}\right)^{\mathrm{T}}}{\partial \phi_{i}^{*}}\right)^{\mathrm{T}}\right\|=4\left\|I\left(\hat{\phi}_{i}^{*}\right)\right\|,
$$

where $\left\|\partial\left(\hat{\phi}_{i}^{*}\right)^{\mathrm{T}} / \partial \phi_{i}^{*}\right\|=\left\|\left(\partial\left(\hat{\phi}_{i}^{*}\right)^{\mathrm{T}} / \partial \phi_{i}^{*}\right)^{\mathrm{T}}\right\|=2$, which can be easily verified from the expression of the matrix, Eq. (30) certainly holds.

Summing up the above results, we have proved that only the conditions (1)-(3) are enough to let the main theorem applicable to the EM algorithm on Gaussian mixtures, that is,

Theorem 2. Given a Gaussian mixture of $K$ densities of the parameter $\Phi^{*}$ that satisfies conditions (1)-(3), as e( $\left.\Phi^{*}\right)$ tends to zero as an infinitesimal, we have

$$
\begin{equation*}
\left\|G^{\prime}\left(\Phi^{*}\right)\right\|=o\left(\mathrm{e}^{0.5-\varepsilon}\left(\Phi^{*}\right)\right) \tag{33}
\end{equation*}
$$

where $\varepsilon$ is an arbitrarily small positive number.
In other words, Theorem 1 applies to Gaussian mixture when only conditions (1)-(3) are satisfied.

## 5. Conclusions

In the mixtures of densities from the bell sheltered exponential families, when the overlap of any two component densities is small enough under certain regular conditions, the large sample local convergence behavior of the EM algorithm is similar to a quasi-Newton algorithm. Moreover, the large sample convergence rate is dominated by an average overlap measure of the densities in the mixture as they both tend to zero.
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## Appendix

Proof of Lemma 1. We begin to prove (i). For convenience of analysis, we let $\eta\left(\Phi^{*}\right)=\max _{i \neq j} \eta_{i}\left(m_{j}^{*}\right)=\eta_{i^{\prime}}\left(m_{j^{\prime}}^{*}\right)$. According to conditions (2) and (3), there exists three pairs of positive numbers $a_{1}, a_{2}, b_{1}, b_{2}, c_{1}, c_{2}$ such that

$$
\begin{align*}
& a_{1}\left(\lambda_{\max }^{i^{\prime}}\right)^{v} \leqslant\left(\lambda_{\max }^{i}\right)^{v} \leqslant a_{2}\left(\lambda_{\max }^{i^{\prime}}\right)^{v},  \tag{34}\\
& b_{1}\left(\lambda_{\max }^{i}\right)^{v} \leqslant\left(\lambda_{\max }^{j}\right)^{v} \leqslant b_{2}\left(\lambda_{\max }^{i}\right)^{v},  \tag{35}\\
& c_{1}\left\|m_{i^{\prime}}^{*}-m_{j^{\prime}}^{*}\right\| \leqslant\left\|m_{i}^{*}-m_{j}^{*}\right\| \leqslant c_{2}\left\|m_{i^{*}}^{*}-m_{j^{*}}^{*}\right\| . \tag{36}
\end{align*}
$$

Compare Eqs. (34) and (35) with Eq. (36), there exist two other pairs of positive numbers $a_{1}^{\prime}, a_{2}^{\prime}, b_{1}^{\prime}, b_{2}^{\prime}$ such that

$$
\begin{aligned}
& a_{1}^{\prime} \eta\left(\Phi^{*}\right) \leqslant \eta_{i}\left(m_{j}^{*}\right) \leqslant a_{2}^{\prime} \eta\left(\Phi^{*}\right), \\
& b_{1}^{\prime} \eta_{i}\left(m_{j}^{*}\right) \leqslant \eta_{j}\left(m_{i}^{*}\right) \leqslant b_{2}^{\prime} \eta_{i}\left(m_{j}^{*}\right) .
\end{aligned}
$$

Therefore, $\eta\left(\Phi^{*}\right), \eta_{i}\left(m_{j}^{*}\right)$ and $\eta_{j}\left(m_{i}^{*}\right)$ are the equivalent infinitesimals.
We then consider (ii), if $\left\|m_{i}^{*}-m_{j}^{*}\right\|$ is upper bounded as $\eta\left(\Phi^{*}\right) \rightarrow 0$, Eq. (23) obviously holds. If $\left\|m_{i}^{*}-m_{j}^{*}\right\|$ increases to infinity as $\eta\left(\Phi^{*}\right) \rightarrow 0$, by the inequality $\left\|m_{i}^{*}\right\| \leqslant\left\|m_{i}^{*}-m_{j}^{*}\right\|+\left\|m_{j}^{*}\right\|$, Eq. (23) certainly holds if either $\left\|m_{i}^{*}\right\|$ or $\left\|m_{j}^{*}\right\|$ is upper bounded. Otherwise, if both $\left\|m_{i}^{*}\right\|$ and $\left\|m_{j}^{*}\right\|$ increase to infinity, the order of the infinitely large quantity $\left\|m_{i}^{*}\right\|$ must be lower than or equal to that of $\left\|m_{i}^{*}-m_{j}^{*}\right\|$, which also leads to Eq. (23). Therefore, (ii) holds under the assumptions.

Finally, we turn to (iii) for three cases as follows.
In the simple case $p=q>0$, according to (i), we have

$$
\begin{aligned}
\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p}\left(\lambda_{\max }^{i}\right)^{-v q} & =\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p}\left(\lambda_{\max }^{i}\right)^{-v p} \\
& =\left(\eta_{i}\left(m_{j}^{*}\right)\right)^{-p}=O\left(\eta^{-p}\left(\Phi^{*}\right)\right)=O\left(\eta^{-p \vee q}\left(\Phi^{*}\right)\right) .
\end{aligned}
$$

If $p>q$, since $\lambda_{\text {max }}^{i}$ is upper bounded and according to (i), we have

$$
\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p}\left(\lambda_{\max }^{i}\right)^{-v q} \leqslant O\left(\eta^{-p}\left(\Phi^{*}\right)\right)=O\left(\eta^{-p \vee q}\left(\Phi^{*}\right)\right) .
$$

If $p<q$, as $\left\|m_{i}^{*}-m_{j}^{*}\right\| \geqslant T$, we can have

$$
\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p}\left(\lambda_{\max }^{i}\right)^{-v q} \leqslant O\left(\eta^{-q}\left(\Phi^{*}\right)\right)=O\left(\eta^{-p \vee q}\left(\Phi^{*}\right)\right) .
$$

Summing up the results on the three cases, we have

$$
\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p}\left(\lambda_{\max }^{i}\right)^{-v q} \leqslant O\left(\eta^{-p \vee q}\left(\Phi^{*}\right)\right) .
$$

Proof of Lemma 2. We begin to prove (i). According to the norm theory, we have

$$
\begin{equation*}
\left.\left\|\Pi_{i}\right\|=\left\|E_{\phi_{i}^{*}}\left(\left(t_{i}(X)-\phi_{i}^{*}\right)\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\right)\right\| \leqslant E_{\phi_{i}^{*}}\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2}\right) . \tag{37}
\end{equation*}
$$

Since $t_{i}(x)$ is assumed to be a polynomial of $x_{1}, x_{2}, \ldots, x_{n}$, i.e., the components of $x$, we transform it into the following expression:

$$
t_{i}(x)=P_{0}+P_{1} x+P_{2} x^{2}+\cdots+P_{k} x^{k}
$$

where $k \geqslant 0$, each $P_{i}$ is a $d_{i} \times n^{i}$ matrix, and $x^{i}$ is a product vector containing all the product terms $x_{j_{1}} x_{j_{2}} \cdots x_{j_{i}}$ as its components, where each $x_{j_{p}}$ comes from $x_{1}, x_{2}, \ldots, x_{n}$. It can be easily verified that $\left\|x^{i}\right\| \leqslant \sqrt{n}\|x\|^{i}$ for $i=0,1, \ldots, k$.

Based on the above expression, we have

$$
\begin{align*}
t_{i}(x) & =t_{i}\left(x-m_{i}^{*}+m_{i}^{*}\right) \\
& =P_{0}^{\prime}+P_{1}^{\prime}\left(x-m_{i}^{*}\right)+P_{2}^{\prime}\left(x-m_{i}^{*}\right)^{2}+\cdots+P_{k}^{\prime}\left(x-m_{i}^{*}\right)^{k}, \tag{38}
\end{align*}
$$

where each $P_{i}^{\prime}$ is still a $d_{i} \times n^{i}$ matrix, but its elements are polynomials of $m_{i 1}^{*}, \ldots, m_{i n}^{*}$. We then have

$$
\begin{equation*}
\left.\phi_{i}^{*}=E_{\phi_{i}^{*}} t_{i}(X)\right)=P_{0}^{\prime}+E_{\phi_{i}^{*}}\left(P_{1}^{\prime}\left(X-m_{i}^{*}\right)\right)+\cdots+E_{\phi_{i}^{*}}\left(P_{k}^{\prime}\left(X-m^{*}\right)^{k}\right) \tag{39}
\end{equation*}
$$

with $E_{\phi_{i}^{*}}\left(P_{1}^{\prime}\left(X-m_{i}^{*}\right)\right)=P_{1}^{\prime} E_{\phi_{i}^{*}}\left(X-m_{i}^{*}\right)=0$, and

$$
t_{i}(X)-\phi_{i}^{*}=\sum_{j=1}^{k}\left[P_{j}^{\prime}\left(X-m_{i}^{*}\right)^{j}-E_{\phi_{i}^{*}}\left(P_{j}^{\prime}\left(X-m_{i}^{*}\right)^{j}\right)\right] .
$$

Now, we have

$$
\begin{align*}
E_{\phi_{i}^{*}}\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2}\right)= & E_{\phi_{i}^{*}}\left(\left\|\left(t_{i}(X)-\phi_{i}^{*}\right)^{\mathrm{T}}\left(t_{i}(X)-\phi_{i}^{*}\right)\right\|\right) \\
= & E_{\phi_{i}^{*}}\left(\| \sum_{j_{1}=1, j_{2}=1}^{k}\left[P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}-E_{\phi_{i}^{*}}\left(P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right)\right]^{\mathrm{T}}\right. \\
& \left.\times\left[P_{j_{2}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{2}}-E_{\phi_{i}^{*}}\left(P_{j_{2}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{2}}\right)\right] \|\right) \\
\leqslant & \sum_{j_{1}=1, j_{2}=1}^{k} E_{\phi_{i}^{*}}\left(\left\|\left[P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}-E\left(P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right)\right]^{\mathrm{T}}\right\|\right. \\
& \left.\times\left\|\left[P_{j_{2}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{2}}-E_{\phi_{i}^{*}}\left(P_{j_{2}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{2}}\right)\right]\right\|\right) \\
\leqslant & \sum_{j_{1}=1, j_{2}=1}^{k} E_{\phi_{i}^{*}}^{1 / 2}\left(\left\|P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}-E_{\phi_{i}^{*}}\left(P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right)\right\|^{2}\right) \\
& \left.\times E_{\phi_{i}^{2 / 2}}^{1)^{2}} \| P_{j_{2}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{2}}-E_{\phi_{i}^{*}}\left(P_{j_{2}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{2}} \mid \phi_{i}^{*}\right)^{2}\right) . \tag{40}
\end{align*}
$$

Particularly, we have

$$
\begin{align*}
& E_{\phi_{i}^{*}}\left(\left\|P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}-E_{\phi_{i}^{*}}\left(P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right)\right\|^{2}\right) \\
& \quad=E_{\phi_{i}^{*}}\left(\left\|P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right\|^{2}\right)-\left\|E_{\phi_{i}^{*}}\left(\| P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right)\right\|^{2} \\
& \quad \leqslant E_{\phi_{i}^{*}}\left(\left\|P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right\|^{2}\right) \leqslant \sqrt{n} E_{\phi_{i}^{*}}\left(\left\|P_{j_{1}}^{\prime}\right\|^{2}\left\|X-m_{i}^{*}\right\|^{2 j_{1}}\right) \\
& \quad=\sqrt{n}\left\|P_{j_{1}}^{\prime}\right\|^{2} E_{\phi_{i}^{*}}\left(\left\|X-m_{i}^{*}\right\|^{2 j_{1}}\right) . \tag{41}
\end{align*}
$$

Because $P_{i}\left(x \mid \phi_{i}^{*}\right) \leqslant U_{i}\left(x \mid \phi_{i}^{*}\right)$, we further have

$$
\begin{align*}
E_{\phi_{i}^{*}}\left(\left\|X-m_{i}^{*}\right\|^{2 j_{1}}\right) & \leqslant \int\left\|x-m_{i}^{*}\right\|^{2 j_{1}} U_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} x \\
& =\int\|y\|^{2 j_{1}} w\left(y+m_{i}^{*}\right)\left(\lambda_{\max }^{i}\right)^{-c_{1}} \mathrm{e}^{-\rho\left(1 /\left(\lambda_{\max }^{i} x^{v c}\right)\|y\|^{c_{2}}\right.} \mathrm{d} y \tag{42}
\end{align*}
$$

where we take the transformation $y=x-m_{i}^{*}$. Since $w(x)$ is a positive polynomial, we certainly have

$$
\begin{equation*}
w\left(y+m_{i}^{*}\right) \leqslant w_{0}+w_{1}\|y\|+\cdots+w_{k^{\prime}}\|y\|^{k^{\prime}} \tag{43}
\end{equation*}
$$

where $k^{\prime}$ is a positive integer, and $w_{0}, w_{1}, \ldots, w_{k^{\prime}}$ are a group of positive polynomials of $\left\|m_{i}^{*}\right\|$, i.e.,

$$
\begin{equation*}
w_{i}=w_{0}^{i}+w_{1}^{i}\left\|m_{i}^{*}\right\|+\cdots+w_{c_{i}}^{i}\left\|m_{i}^{*}\right\|^{c_{i}} \quad \text { for } i=0,1, \ldots, k^{\prime} \tag{44}
\end{equation*}
$$

where $w_{0}^{i}, w_{1}^{i}, \ldots, w_{c_{i}}^{i}$ are nonnegative numbers, and $c_{0}, \ldots, c_{k^{\prime}}$ are nonnegative integers. By Lemma 1, we further have

$$
\begin{equation*}
w_{i} \leqslant v_{0}^{i}+v_{1}^{i}\left\|m_{i}^{*}-m_{j}^{*}\right\|+\cdots+v_{c_{i}}^{i}\left\|m_{i}^{*}-m_{j}^{*}\right\|^{c_{i}} \quad \text { for } i=0,1, \ldots, k^{\prime}, \tag{45}
\end{equation*}
$$

where $v_{0}^{i}, v_{1}^{i}, \ldots, v_{c_{i}}^{i}$ are nonnegative numbers. Take the upper bound of $w\left(y+m_{i}^{*}\right)$ into the inequality Eq. (42), we have

$$
\begin{aligned}
E_{\phi_{i}^{*}}\left(\left\|X-m_{i}^{*}\right\|^{2 j_{1}}\right) & \leqslant \sum_{l=0}^{k^{\prime}} w_{l}\left(\lambda_{\max }^{i}\right)^{-c_{1}} \int\|y\|^{2 j_{1}+l} \mathrm{e}^{-\rho\left(1 /\left(\lambda_{\max }^{i}\right)^{v c_{2}}\right)\|y\| \|^{c_{2}}} \mathrm{~d} y \\
& =\sum_{l=0}^{k^{\prime}} w_{l}\left(\lambda_{\max }^{i}\right)^{-c_{1}+v\left(j_{1}+l+1\right)} \int\|u\|^{2 j_{1}+l} \mathrm{e}^{-\rho\|u\|^{c_{2}}} \mathrm{~d} u
\end{aligned}
$$

where we take the transformation $u=y /\left(\lambda_{\max }^{i}\right)^{v}$. Clearly, $\int\|u\|^{2 j_{1}+l} \mathrm{e}^{-\rho\|u\|^{c 2}} \mathrm{~d} u$ is finite and upper bounded if $j_{1}$ is upper bounded. Since $\lambda_{\max }^{i}$ is upper bounded, we have that $E_{\phi_{i}^{*}}\left(\left\|X-m_{i}^{*}\right\|^{2 j_{1}}\right)$ is upper bounded by a positive polynomial of $\left\|m_{i}^{*}-m_{\|}^{*}\right\|$.

Moreover, as each element of $P_{j_{1}}^{\prime}$ is a polynomial of $m_{i 1}^{*}, \ldots, m_{i n}^{*},\left\|P_{j_{1}}^{\prime}\right\|$ is upper bounded by a positive polynomial of $\left\|m_{i}^{*}\right\|$. Therefore, $E_{\phi_{i}^{*}}\left(\left\|P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right\|^{2}\right)$ is upper bounded by a positive polynomial of $\left\|m_{i}^{*}-m_{j}^{*}\right\|$.
As a result, $E_{\phi_{i}^{*}}\left(\left\|P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}-E_{\phi_{i}^{*}}\left(P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right)\right\|^{2}\right)$ is upper bounded by a positive polynomial of $\left\|m_{i}^{*}-m_{j}^{*}\right\|$. Since $\left\|m_{i}^{*}-m_{j}^{*}\right\| \geqslant T^{\prime}$, we further have that

$$
\begin{equation*}
E_{\phi_{i}^{*}}\left(\left\|P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}-E_{\phi_{i}^{*}}\left(P_{j_{1}}^{\prime}\left(X-m_{i}^{*}\right)^{j_{1}}\right)\right\|^{2}\right) \leqslant \psi_{j_{1}}\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p_{j_{1}}} \tag{46}
\end{equation*}
$$

where $\psi_{j_{1}}$ and $p_{j_{1}}$ is some positive numbers.
Take Eq. (46) into Eq. (40), we have

$$
\begin{equation*}
E_{\phi_{i}^{*}}\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2}\right) \leqslant \psi\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p} \tag{47}
\end{equation*}
$$

where $\psi$ and $p$ are positive numbers. Therefore, according to Eq. (37), (i) holds under the assumptions.

As to (ii), when $j \neq i$, we let $\phi_{j}^{\prime}=E_{\phi_{j}^{*}}\left(t_{i}(X)\right)$ and have

$$
\begin{align*}
E_{\phi_{j}^{*}}\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2}\right) & \leqslant E_{\phi_{j}^{*}}\left(\left(\left\|t_{i}(X)-\phi_{j}^{\prime}\right\|+\left\|\phi_{j}^{\prime}-\phi_{i}^{*}\right\|\right)^{2}\right) \\
& =E_{\phi_{j}^{*}}\left(\left\|t_{i}(X)-\phi_{j}^{\prime}\right\|^{2}+2\left\|t_{i}(X)-\phi_{j}^{\prime}\right\|\left\|\phi_{j}^{\prime}-\phi_{i}^{*}\right\|+\left\|\phi_{j}^{\prime}-\phi_{i}^{*}\right\|^{2}\right) \\
& \leqslant E_{\phi_{j}^{*}}\left(2\left\|t_{i}(X)-\phi_{j}^{\prime}\right\|^{2}+2\left\|\phi_{j}^{\prime}-\phi_{i}^{*}\right\|^{2}\right) \\
& =2 E_{\phi_{j}^{*}}\left(\left\|t_{i}(X)-\phi_{j}^{\prime}\right\|^{2}\right)+2\left\|\phi_{i}^{*}-\phi_{j}^{\prime}\right\|^{2} . \tag{48}
\end{align*}
$$

In the same way as above, we can prove that

$$
\begin{equation*}
E_{\phi_{j}^{*}}\left(\left\|t_{i}(X)-\phi_{j}^{\prime}\right\|^{2}\right) \leqslant \psi_{1}\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p_{1}} \tag{49}
\end{equation*}
$$

where $\psi_{1}$ and $p_{1}$ are positive numbers. Moreover, we certainly have

$$
\left\|\phi_{i}^{*}-\phi_{j}^{\prime}\right\| \leqslant\left\|\phi_{i}^{*}\right\|+\left\|\phi_{j}^{\prime}\right\| .
$$

By Eq. (38), in a similar way we can prove that both $\left\|\phi_{i}^{*}\right\|$ and $\left\|\phi_{j}^{\prime}\right\|$ are upper bounded by $\psi_{2}\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p_{2}}$, where $\psi_{2}$ and $p_{2}$ are some positive numbers. Therefore, by Eq. (48), $E_{\phi_{j}^{*}}\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2}\right)$ is upper bounded by a positive polynomial of $\| m_{i}^{*}-$ $m_{j}^{*} \|$. Since $\left\|m_{i}^{*}-m_{j}^{*}\right\| \geqslant T^{\prime}$, we have

$$
\begin{equation*}
E_{\phi_{j}^{*}}\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2}\right) \leqslant \psi_{j}\left\|m_{i}^{*}-m_{j}^{*}\right\|^{p_{j}}, \quad j \neq i, \tag{50}
\end{equation*}
$$

where $\psi_{j}$ and $p_{j}$ are positive numbers.
By Eqs. (47) and (50), we have

$$
E\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2}\right)=\sum_{j=1}^{K} \alpha_{j}^{*} E_{\phi_{j}^{*}}\left(\left\|t_{i}(X)-\phi_{i}^{*}\right\|^{2}\right) \leqslant v M_{i}^{q}\left(\Phi^{*}\right),
$$

where $M_{i}\left(\Phi^{*}\right)=\max _{j \neq i}\left\|m_{i}^{*}-m_{j}^{*}\right\|, v$ and $q$ are positive numbers.
Proof of Lemma 3. We first prove that

$$
f(\eta)=o\left(\eta^{p}\right),
$$

as $\eta \rightarrow 0$, where $p$ is an arbitrarily positive number.
We consider the mixture of $K$ densities from the bell sheltered exponential families of the parameter $\Phi^{*}$ under the relation $\eta\left(\Phi^{*}\right)=\eta$. When $i \neq j$, for a small enough $\eta$, there is certainly a point $m_{i j}^{*}$ on the line between $m_{i}^{*}$ and $m_{j}^{*}$ such that

$$
\alpha_{i}^{*} P_{i}\left(m_{i j}^{*} \mid \phi_{i}^{*}\right)=\alpha_{j}^{*} P_{j}\left(m_{i j}^{*} \mid \phi_{j}^{*}\right) .
$$

We further define

$$
\begin{aligned}
& E_{i}=\left\{x: \alpha_{i}^{*} P_{i}\left(x \mid \phi_{i}^{*}\right) \geqslant \alpha_{j}^{*} P_{j}\left(x \mid \phi_{j}^{*}\right)\right\}, \\
& E_{j}=\left\{x: \alpha_{j}^{*} P_{j}\left(x \mid \phi_{j}^{*}\right)>\alpha_{i}^{*} P_{i}\left(x \mid \phi_{i}^{*}\right)\right\} .
\end{aligned}
$$

As $\eta\left(\Phi^{*}\right)$ tends to zero, $\left(\lambda_{\text {max }}^{i}\right)^{v} /\left(\left\|m_{i}^{*}-m_{j}^{*}\right\|\right)$ and $\left(\lambda_{\max }^{j}\right)^{v} /\left(\left\|m_{i}^{*}-m_{j}^{*}\right\|\right)$ are the same order infinitesimals. Moreover, $\kappa\left(\Sigma_{i}^{*}\right)$ and $\kappa\left(\Sigma_{j}^{*}\right)$ are both upper bounded. Thus, there certainly exists a neighborhood (i.e., a hypersphere) of $m_{i}^{*}$ (or $m_{j}^{*}$ ) in $E_{i}$ (or $E_{j}$ ). For clarity, we let $\mathscr{N}_{r_{i}}\left(m_{i}^{*}\right)$ and $\mathscr{N}_{r_{j}}\left(m_{j}^{*}\right)$ be the largest neighborhood in $E_{i}$ and $E_{j}$, respectively, where $r_{i}$ and $r_{j}$ are their radiuses. Since $\kappa\left(\Sigma_{i}^{*}\right)$ and $\kappa\left(\Sigma_{j}^{*}\right)$ are always
upper bounded, $r_{i}$ and $r_{j}$ are both proportional to $\left\|m_{i}^{*}-m_{j}^{*}\right\|$ when $\left\|m_{i}^{*}-m_{j}^{*}\right\|$ either tends to infinity or is upper bounded. So there exist a pair of positive numbers $b_{1}$ and $b_{2}$ such that

$$
r_{i} \geqslant b_{i}\left\|m_{i}^{*}-m_{j}^{*}\right\| \quad \text { and } \quad r_{j} \geqslant b_{j}\left\|m_{i}^{*}-m_{j}^{*}\right\| .
$$

We further define

$$
\begin{aligned}
& \mathscr{D}_{i}=\mathscr{N}_{r_{i}}^{c}\left(m_{i}^{*}\right)=\left\{x:\left\|x-m_{i}^{*}\right\| \geqslant r_{i}\right\}, \\
& \mathscr{D}_{j}=\mathscr{N}_{r_{j}}^{c}\left(m_{j}^{*}\right)=\left\{x:\left\|x-m_{j}^{*}\right\| \geqslant r_{j}\right\}
\end{aligned}
$$

and thus

$$
E_{i} \subset D_{j}, \quad E_{j} \subset D_{i}
$$

Moreover, from the definitions of $e_{i j}\left(\Phi^{*}\right)$ and $h_{k}(x)$ we have

$$
\begin{aligned}
e_{i j}\left(\Phi^{*}\right) & =\int h_{i}(x) h_{j}(x) P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu \\
& =\int_{E_{i}} h_{i}(x) h_{j}(x) P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu+\int_{E_{j}} h_{i}(x) h_{j}(x) P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu \\
& \leqslant \int_{\mathscr{D}_{j}} h_{i}(x) h_{j}(x) P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu+\int_{\mathscr{D}_{i}} h_{i}(x) h_{j}(x) P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu \\
& \leqslant \int_{\mathscr{D}_{j}} h_{j}(x) P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu+\int_{\mathscr{Q}_{i}} h_{i}(x) P\left(x \mid \Phi^{*}\right) \mathrm{d} \mu \\
& =\alpha_{j}^{*} \int_{\mathscr{D}_{j}} P_{j}\left(x \mid \phi_{j}^{*}\right) \mathrm{d} \mu+\alpha_{i}^{*} \int_{\mathscr{Q}_{i}} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu
\end{aligned}
$$

We now consider $\int_{\mathscr{T}_{i}} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu$. Since $r_{i} \geqslant b_{i}\left\|m_{i}^{*}-m_{j}^{*}\right\|$,

$$
\int_{\mathscr{Q}_{i}} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu \leqslant \int_{\left\|x-m_{i}^{*}\right\| \leqslant b_{i}\left\|m_{i}^{*}-m_{j}^{*}\right\|} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu
$$

By the transformation $y=\left(x-m_{i}^{*}\right) /\left\|m_{i}^{*}-m_{j}^{*}\right\|$, we have

$$
\begin{align*}
& \int_{\mathscr{Q}_{i}} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu \\
& \leqslant \int_{\|y\| \leqslant b_{i}} w\left(\left\|m_{i}^{*}-m_{j}^{*}\right\| y+m_{i}^{*}\right)\left(\lambda_{\max }^{i}\right)^{-c_{1}} \mathrm{e}^{-\rho\left(\left\|m_{i}^{*}-m_{j}^{*}\right\| \|^{c}\right) /\left(\lambda_{\max }\right)^{v c_{2}}\|y\| \|^{c 2}}\left\|m_{i}^{*}-m_{j}^{*}\right\| \mathrm{d} \mu^{\prime} \\
& =\int_{\|y\| \leqslant b_{i}}\left\|m_{i}^{*}-m_{j}^{*}\right\| w\left(\left\|m_{i}^{*}-m_{j}^{*}\right\| y+m_{i}^{*}\right)\left(\lambda_{\max }^{i}\right)^{-c_{1}} \\
& \quad \times \mathrm{e}^{-\rho\left(\left\|m_{i}^{*}-m_{j}^{*}\right\|^{c}\right) /\left(\lambda_{\max }\right)^{c_{c}\|y\|^{c 2}} \mathrm{~d} \mu^{\prime}} \tag{51}
\end{align*}
$$

where $\mu^{\prime}$ is the transformed measure from $\mu$ by the transformation.
Since each coefficient in the polynomial function $w\left(\left\|m_{i}^{*}-m_{j}^{*}\right\| y+m_{i}^{*}\right)$ is a polynomial function of $m_{i}^{*}$ multiplied by a positive order power of $\left\|m_{i}^{*}-m_{j}^{*}\right\|$, there certainly exists a positive number $q$ such that the coefficients in the polynomial function $\left\|m_{i}^{*}-m_{j}^{*}\right\|^{-q} w\left(\left\|m_{i}^{*}-m_{j}^{*}\right\| y+m_{i}^{*}\right)$ are upper bounded as $\eta\left(\Phi^{*}\right) \rightarrow 0$. So
$\left\|m_{i}^{*}-m_{j}^{*}\right\|^{-q} w\left(\left\|m_{i}^{*}-m_{j}^{*}\right\| y+m_{i}^{*}\right)$ can be upper bounded by another positive polynomial function of $y$ with constant coefficients. Moreover, by Lemma 1, we have

$$
\begin{aligned}
& \left\|m_{i}^{*}-m_{j}^{*}\right\|^{1+q}\left(\lambda_{\max }^{i}\right)^{-c_{1}} \leqslant O\left(\eta^{-c_{1}^{\prime}}\right), \\
& \left\|m_{i}^{*}-m_{j}^{*}\right\|^{c_{2}}\left(\lambda_{\max }^{i}\right)^{-v c_{2}} \geqslant O\left(\eta^{-c_{2}}\right),
\end{aligned}
$$

where $c_{1}^{\prime}=(q+1) \vee\left(c_{1} / v\right)$.
According to these results, we have from Eq. (51) that

$$
\begin{align*}
\int_{\mathscr{O}_{i}} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu & \leqslant \int_{\mathscr{B}_{i}} \frac{1}{\eta_{1}^{c_{1}^{\prime}}\left(\Phi^{*}\right)} w_{1}(y) \mathrm{e}^{-\rho^{\prime}\left(1 / \eta^{c_{2}}\left(\Phi^{*}\right)\right)\|y\|_{2}^{c_{2}}} \mathrm{~d} \mu^{\prime} \\
& =\int_{\mathscr{B}_{i}} \frac{1}{\eta_{1}^{c_{1}^{\prime}}} w_{1}(y) \mathrm{e}^{-\rho^{\prime}\left(1 / \eta^{c_{2}}\right)\|y\|_{2}} \mathrm{~d} \mu^{\prime} \tag{52}
\end{align*}
$$

where $\mathscr{B}_{i}=\left\{y:\|y\| \geqslant b_{i}\right\}, \rho^{\prime}$ is another positive number, and $w_{1}(y)$ is a positive polynomial function of $y$ with constant coefficients.

Furthermore, we let

$$
F_{i}(\eta)=\int_{\mathscr{B}_{i}} P(y \mid \eta) \mathrm{d} y, \quad P(y \mid \eta)=\frac{1}{\eta^{c_{1}^{\prime}}} w_{1}(y) \mathrm{e}^{-\rho^{\prime}\left(1 / \eta^{c_{2}}\right)\|y\| \|_{2}}
$$

and consider the limit of $F_{i}(\eta) / \eta^{p}$ as $\eta$ tends to zero.
For each $y \in \mathscr{B}_{i}$, we have

$$
\begin{aligned}
\lim _{\eta \rightarrow 0} \frac{P(y \mid \eta)}{\eta^{p}} & =w_{1}(y) \lim _{\eta \rightarrow 0} \frac{1}{\eta^{\left(c_{1}^{\prime}+p\right)}} \mathrm{e}^{-\rho^{\prime}\left(1 / \eta^{c}\right)\|y\| \|_{2}} \\
& =w_{1}(y) \lim _{\zeta=\frac{1}{n} \rightarrow \infty} \frac{\zeta^{\left(c_{1}^{\prime}+p\right)}}{\mathrm{e}^{c^{(2} \rho^{\prime} \rho^{\prime}\| \| \|^{2}}} \\
& =0
\end{aligned}
$$

uniformly in $\mathscr{B}_{i}$, which leads to

$$
\begin{aligned}
\lim _{\eta \rightarrow 0} \frac{F_{i}(\eta)}{\eta^{p}} & =\lim _{\eta \rightarrow 0} \int_{\mathscr{B}_{i}} \frac{P(y \mid \eta)}{\eta^{p}} \mathrm{~d} \mu^{\prime} \\
& =\int_{\mathscr{B}_{i}} \lim _{\eta \rightarrow 0} \frac{P(y \mid \eta)}{\eta^{p}} \mathrm{~d} \mu^{\prime} \\
& =0
\end{aligned}
$$

and thus $F_{i}(\eta)=o\left(\eta^{p}\right)$. It further follows from Eq. (52) that

$$
\begin{equation*}
\sup _{\eta\left(\Phi^{*}\right)=\eta} \int_{\mathscr{Q}_{i}} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu=o\left(\eta^{p}\right) . \tag{53}
\end{equation*}
$$

Similarly, we can also prove:

$$
\sup _{\eta\left(\Phi^{*}\right)=\eta} \int_{\mathscr{D}_{j}} P_{j}\left(x \mid \phi_{j}^{*}\right) \mathrm{d} \mu=o\left(\eta^{p}\right) .
$$

As a result, we have

$$
\begin{aligned}
f_{i j}(\eta) & =\sup _{\eta\left(\Phi^{*}\right)=\eta} e_{i j}\left(\Phi^{*}\right) \\
& \leqslant \sup _{\eta\left(\Phi^{*}\right)=\eta}\left(\alpha_{j}^{*} \int_{\mathscr{D}_{j}} P_{j}\left(x \mid \phi_{j}^{*}\right) \mathrm{d} \mu+\alpha_{i}^{*} \int_{\mathscr{D}_{i}} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu\right) \\
& \left.\leqslant \sup _{\eta\left(\Phi^{*}\right)=\eta} \int_{\mathscr{D}_{j}} P_{j}\left(x \mid \phi_{j}^{*}\right) \mathrm{d} x+\sup _{\eta\left(\Phi^{*}\right)=\eta} \int_{\mathscr{D}_{i}} P_{i}\left(x \mid \phi_{i}^{*}\right) \mathrm{d} \mu\right) \\
& =o\left(\eta^{p}\right) .
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
f(\eta) \leqslant \max _{i j} f_{i j}(\eta)=o\left(\eta^{p}\right) . \tag{54}
\end{equation*}
$$

Moreover, because

$$
\lim _{\eta \rightarrow 0} \frac{f^{\varepsilon}(\eta)}{\eta^{p}}=\lim _{\eta \rightarrow 0}\left(\frac{f(\eta)}{\eta^{\frac{p}{\varepsilon}}}\right)^{\varepsilon}=0
$$

we finally have $f^{\varepsilon}(\eta)=o\left(\eta^{p}\right)$ and thus $f^{\varepsilon}\left(\eta\left(\Phi^{*}\right)\right)=o\left(\eta^{p}\left(\Phi^{*}\right)\right)$.
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