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Abstract
Conversational recommender systems have emerged
as a potent solution for efficiently eliciting user pref-
erences. These systems interactively present queries
associated with “key terms” to users and leverage
user feedback to estimate user preferences more effi-
ciently. Nonetheless, most existing algorithms adopt
a centralized approach. In this paper, we introduce
FedConPE, a phase elimination-based federated
conversational bandit algorithm, where M agents
collaboratively solve a global contextual linear ban-
dit problem with the help of a central server while
ensuring secure data management. To effectively
coordinate all the clients and aggregate their col-
lected data, FedConPE uses an adaptive approach
to construct key terms that minimize uncertainty
across all dimensions in the feature space. Further-
more, compared with existing federated linear ban-
dit algorithms, FedConPE offers improved com-
putational and communication efficiency as well
as enhanced privacy protections. Our theoretical
analysis shows that FedConPE is minimax near-
optimal in terms of cumulative regret. We also es-
tablish upper bounds for communication costs and
conversation frequency. Comprehensive evaluations
demonstrate that FedConPE outperforms existing
conversational bandit algorithms while using fewer
conversations.

1 Introduction
In the contemporary digital era, content providers face a grow-
ing demand to serve a large number of customers with diverse
geographical locations and disparate preferences around the
globe. To align content with varied user interests, recom-
mender systems are typically designed to continuously learn
and adapt to users’ preferences by collecting data from users’
feedback. For instance, recommender systems that advertise
products or news can collect users’ real-time click rates and
employ online learning algorithms to refine their recommen-
dations continually. Due to the distributed nature of data and
users, large-scale recommender systems usually deploy multi-
ple servers distributed around the world. As a result, federated
learning is leveraged to localize training on each server and

foster collaboration among different servers to enhance learn-
ing efficiency while ensuring that sensitive user information is
neither transmitted nor centrally stored.
One common challenge that recommender systems en-

counter is the “cold start” problem, meaning that recom-
mendations may not be accurate for new users with little
historical data. A viable solution to this problem is called
active learning, or conversational recommendation [Chris-
takopoulou et al., 2016; Sun and Zhang, 2018; Lei et al., 2020;
Gao et al., 2021], where the recommender system can proac-
tively query users some questions and obtain feedback, thereby
quickly accumulating data and eliciting user preference. This
strategy has been widely used in many real-world applica-
tions. For example, the well-known large language model,
ChatGPT, occasionally offers two responses to users, asking
them to select the one they prefer. To illustrate, consider the
real-world example in Figure 1, where ChatGPT is tasked
with implementing a specific algorithm in Python. ChatGPT
provides two implementations with different coding styles:
one is object-oriented, and the other is procedural-oriented.
The user is able to choose which one she prefers by clicking
one of the two responses. Such interactions help ChatGPT to
learn about the user’s preferences, enabling it to continually
refine its learning process and generate better responses for
other, similar users. Note that the feedback is gathered from
globally distributed users, necessitating ChatGPT to aggregate
the data during the learning process.

Which response do you prefer?
Your choice will help make ChatGPT better.

Response 2Response 1

LinUCB is implemented as a class:

class LinUCB:
  def __init__(self, d, alpha):
    self.alpha = alpha
    self.A = np.eye(d)
    self.b = np.zeros(d)   
  def select_action(self, context):
    ... 
  def update(self, action, reward):
    ...

LinUCB is implemented as a function:

def linucb(alpha, contexts, rewards,
           actions, n_rounds):
  d = contexts.shape[1]
  A = np.eye(d)
  b = np.zeros(d)

  for t in range(n_rounds):
      ...
  return theta

Figure 1: An example of conversational recommendation: ChatGPT
sometimes gives two options for users to choose their preference.

In order to explore and understand user preferences, many
recommender systems are equipped with contextual bandit al-
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gorithms to balance the exploration and exploitation trade-off.
A contextual bandit algorithm is a sequential decision-making
algorithm, where in each round, it recommends items to the
user and receives feedback/rewards (e.g., whether the user
clicks on the recommended item or not). The objective of
the algorithm is to devise an item recommendation strategy
that maximizes the user’s feedback over a long period. Re-
cently, conversational contextual bandit [Zhang et al., 2020]
has been proposed to model active learning or conversational
recommendation. In this setting, besides receiving item-level
feedback, the recommender occasionally prompts users with
questions about key-terms (e.g., movie genres, news topics)
of recommended items and obtains key-term level feedback
from users. Intuitively, the key-term level feedback reflects
the user’s preference for a category of items, allowing the
recommender to speed up the learning process and eliminate
the need to extensively explore all the items.
While conversational recommendation is a robust solution

for fast preference elicitation, the current formulation of con-
versational bandits still has the following problems.

• Firstly, existing works on conversational bandits mostly fol-
low the framework by [Abbasi-Yadkori et al., 2011], which
is designed to deal with linear bandit problems with in-
finitely many arms (i.e., the recommended items). In practi-
cal recommender systems, however, the number of arms is
typically finite.

• Secondly, existing studies about conversational ban-
dits [Zhang et al., 2020; Wang et al., 2023] rely on a deter-
ministic function b(t) to control the frequency of conversa-
tions. Moreover, they fix the sequence of item recommen-
dation and conversations, i.e., the recommender can only
initiate P conversations at once per Q recommendations
for some constant P and Q. This does not align with the
best practice of conversational recommendation in reality,
imposes unnecessary constraints on the recommender, and
potentially diminishes the user experience.

• Thirdly, existing literature about conversational bandits
solely considers the single-client scenario, neglecting the
crucial need for multi-client algorithms in real-world dis-
tributed systems. How to effectively coordinate data col-
lected across different clients and appropriately initiate con-
versations remains an unsolved problem.

To address the challenges mentioned above, this paper con-
siders the federated conversational bandit problem with M
clients and finite arm sets. We propose FedConPE (Federated
Conversational Phase Elimination algorithm), where we fol-
low the classical phase elimination algorithm [Lattimore and
Szepesvári, 2020] to handle the finite arm setting and im-
prove the regret upper bound to Õ(

→
dMT ). Instead of de-

terministically pre-defining the conversation frequency, our
algorithm adaptively determines whether a conversation is
needed according to the collected data. Moreover, it does
not mandate the order of conversations and recommenda-
tions. Although there are existing works [Huang et al., 2021;
Lin and Moothedath, 2023] proposed for federated linear ban-
dit with finite arms, we highlight that integrating the conver-
sational setting is nontrivial and has several advantages. On

one hand, the existing algorithm requires all the clients to
upload their active arm sets to the central server. This not
only leaks sensitive information, such as clients’ available
choices, to the central server, but also increases the communi-
cation costs. On the other hand, the existing algorithm relies
on computing the multi-client G-optimal design [Huang et
al., 2021] by the server, which is known to be computation-
ally prohibitive; thus it is challenging to achieve real-time
recommendation. In contrast, for FedConPE, with the help
of conversations, each client only needs to locally compute
its own G-optimal design on its active arm set, which can
be efficiently solved by the well-known Frank-Wolfe algo-
rithm under suitable initialization [Frank and Wolfe, 1956;
Todd, 2016]. Thus, both computation and communication
costs are reduced. We refer interested readers to Appendix H
for a more comprehensive overview of related work. To the
best of our knowledge, among all the conversational bandit
literature, our algorithm is the first to consider the federated
setting and the first to give an analysis on lower bounds.

In summary, our contributions are listed as follows.
• We propose FedConPE, an algorithm for federated conver-
sational bandits with finite arm sets, which can facilitate
collaboration among all the clients to improve the efficiency
of recommendations and conversations.

• We exploit the property of the conversational setting to
enhance the efficiency in both computation and commu-
nication compared with existing work in federated linear
contextual bandits with finite arm sets.

• We show that FedConPE is nearly minimax optimal by the-
oretically proving the regret upper bound Õ(

→
dMT ) and

the matching lower bound Ω(
→
dMT ) for conversational

bandits. We also prove the communication cost upper bound
ofO(d2M log T ), and show that conversations only happen
for a small number of rounds.

• We conduct extensive experiments on both synthetic and
real-world datasets to demonstrate that our algorithm
achieves lower cumulative regret and uses fewer conver-
sations than prior works.

2 Problem Formulation
2.1 Federated Conversational Bandits
We define [M ] := {1, . . . ,M} for M ∈ N+. For any real
vector x,y and positive semi-definite (PSD) matrix V , ‖x‖
denotes the !2 norm of x, 〈x,y〉 = xTy denotes the dot
product of vectors, and ‖x‖V denotes the Mahalanobis norm→
xTV x. We consider the federated conversational multi-

armed bandits setting, where there are M clients and a central
server. Each client i has a finite set of arms (i.e., recommended
items) Ai ⊂ Rd and |Ai| = K. Note that clients are heteroge-
neous, meaning that different clients may have different arm
sets, and we assume that arms in Ai span Rd. At each time
step t ∈ [T ], a client i ∈ [M ] selects an arm ai,t ∈ Ai and
receives a reward xi,t from the environment. The reward is
assumed to have a linear structure: xi,t = aT

i,tθ
∗+εi,t, where

each arm ai,t ∈ Rd is represented as a feature vector, θ∗ ∈ Rd

is an unknown arm-level preference vector that all the clients
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are trying to learn, and εi,t is a noise term. Our objective is
to design a learning policy to choose the arms for each time
step t = 1, . . . , T such that the cumulative regret, which is
the difference of cumulative rewards between our policy and
the best policy across all clients, is as small as possible. The
cumulative regret is defined as:

RM (T ) =
M∑

i=1

T∑

t=1

(
max
a∈Ai

aTθ∗ − aT
i,tθ

∗
)
. (1)

Besides obtaining feedback by pulling arms, the central
server can also occasionally query the users of each client
and obtain feedback on some conversational key terms to
accelerate the elicitation of user preferences. In particular,
a “key term” refers to a keyword or topic related to a sub-
set of arms. For example, the key term “programming lan-
guage” may be related to arms such as “C/C++”, “Python”,
“Java”, etc. Let K ⊂ Rd denote the finite set of key terms,
with each element k ∈ K being a fixed and known feature
vector. The same as previous works [Zhang et al., 2020;
Wang et al., 2023], the server can initiate a conversation with
client i by presenting a key term ki,t ∈ K, and the client’s
feedback is modeled as x̃i,t = kT

i,tθ̃
∗ + ε̃i,t, where θ̃∗ is an

unknown key-term level preference vector and ε̃i,t is a noise
term. It is important to note that in conversational bandit liter-
ature, the arm and key-term level preference vectors θ∗ and
θ̃∗ are either assumed to be very close or exactly the same.
Here, we follow the formulation of [Wang et al., 2023] and
assume that the two preference vectors are identical.

One significant difference between our formulation and the
prior conversational bandit literature is that, previous works de-
pend on a deterministic function b(t) to govern the frequency
of conversations, typically defined as a linear or logarithmic
function of t. This means that the recommender only peri-
odically launches conversations without considering whether
the user preference has been thoroughly estimated, potentially
impacting the user experience in practice. In contrast, as il-
lustrated in Section 3, our algorithm adaptively determines
whether to initiate conversations based on the accumulated
data. If the estimation of the unknown preference vector θ∗ is
already sufficiently accurate, the recommender will not prompt
conversations to users.

In the following, we list and explain our assumptions.
Assumption 1. We assume the feature vectors for both arms
and key terms are normalized, i.e., ‖a‖ = ‖k‖ = 1 for all
a ∈ Ai and k ∈ K. We also assume the unknown preference
vector is bounded, i.e., ‖θ∗‖ ≤ 1, and εi,t, ε̃i,t are both 1-
subgaussian random variables.
Assumption 2. We assume that the elements in the key term
setK are sufficiently rich, such that for any unit vector v ∈ Rd,
there exists a key term k ∈ K satisfying kTv ≥ C, where
C ∈ (0, 1] is a universal constant that is close to 1.
Assumption 1 aligns with the conventional assumption

made in most of the linear bandits literature [Abbasi-Yadkori
et al., 2011]. Assumption 2, serving as a technical assumption,
ensures that the feature vectors of key terms are sufficiently
distributed across the entire feature space, such that they are
representative enough to help each client minimize uncertainty

during the learning process. This assumption is mild and read-
ily attainable. For example, it is satisfied when the key term
set K contains an orthonormal basis in Rd.

2.2 Communication Model
We adopt a star-shaped communication paradigm, i.e., each
client can communicate with the server by uploading and
downloading data with zero latency, but clients cannot directly
communicate with each other. In addition, we assume that
clients and the server are fully synchronized, meaning that at
each time t, each client pulls and only pulls one arm. Consid-
ering that the regret definition does not take the key-term level
feedback into account, without loss of generality, we assume
that querying key terms does not increment the time step t,
thereby allowing querying a key term and pulling an arm to
happen simultaneously. To prevent ambiguity of the notation
ki,t, we assume that at most one key term is queried per time
step t for each client. Consistent with existing works [Huang
et al., 2021], we define the communication cost as the num-
ber of scalars (either integers or real numbers) transmitted
between the server and clients.

3 Algorithms & Theoretical Analysis
3.1 Challenges
Our work is based on the classical single-client phase elimina-
tion algorithms for linear bandits (Section 22 in [Lattimore and
Szepesvári, 2020]), which we refer to as LinPE. In this algo-
rithm, the learner estimates the unknown preference vector θ∗

using the optimal design of least squares estimators. Specifi-
cally, the learner minimizes the maximum prediction variance
by computing the G-optimal design π : A → [0, 1], which
is a distribution over the arm set A. As shown in Lemma 1,
the G-optimal design π guarantees that the prediction variance
g(π) ≤ d. Then the learner plays arms according to the distri-
bution π, estimates the unknown parameter θ∗, and eliminates
inferior arms based on the estimation. As a result, the regret
of LinPE scales as Õ(

→
dT ).

Lemma 1 (Kiefer and Wolfowitz). Assume that A ⊂ Rd

is compact and span(A) = Rd, let π : A → [0, 1] be a
distribution on A and define V (π) =

∑
a∈A π(a)aaT, then

there exists a minimizer π∗ of g(π) = maxa∈A ‖a‖V (π) such
that g(π∗) = d and |Supp(π∗)| ≤ d(d+ 1)/2.
To extend LinPE algorithm to the federated setting, one

straightforward and intuitive approach is to let each client
locally run LinPE, and the central server aggregates data col-
lected from them to estimate θ∗. Intuitively, with the server
now possessing more data, the estimation should be more ac-
curate. However, this simple idea will not work because of
client heterogeneity, namely, different clients may have differ-
ent arms sets. Specifically, the G-optimal design computed
by one client may not contain useful information for another
client, and hence the estimation made by the aggregated data
is likely to be biased, meaning that it may be accurate only
for a specific client, but not others. As a result, even if the
central server aggregates data from all the clients, it may not
help improve the regret. One can verify that this intuitive
algorithm only results in a regret bound of Õ(M

→
dT ), which
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can be trivially achieved by individually running the LinPE
algorithm for each client without any communication.

3.2 Intuition of Utilizing Key Terms
As we elaborated above, the main challenge of federated con-
versational bandits is that aggregating data according to each
client’s local G-optimal design does not necessarily lead to
a better estimation of θ∗ because of client heterogeneity. To
mitigate this issue, the central server can leverage key terms
to further explore the directions lacking information until the
estimation is accurate across all directions in the feature space.
Specifically, the matrix V (π) in Lemma 1 (referred to as

information matrix) contains the “information” of the feature
space. Each eigenvector of V (π) represents a direction in
the feature space, and its associated eigenvalue indicates how
much information it encompasses. That is, an eigenvector
associated with a larger eigenvalue points towards a direction
where V (π) contains more information, leading to a more
precise estimation in this direction. Therefore, ensuring that all
the eigenvalues of V (π) are reasonably large guarantees that
the model can make accurate predictions with high certainty
throughout the entire feature space.
Based on the above intuition, our algorithm enables the

server to communicate with each client, identify directions
with deficient information, and accordingly select appropriate
key terms for each client. Then, the server can aggregate data
from all clients and minimize the uncertainty across the entire
space. All of the above intuitions are rigorously formulated in
our theoretical analysis (see details in Appendix C).

3.3 FedConPE Algorithms
The algorithms for the clients and the server are described in
Algorithm 1 and Algorithm 2, respectively. In the following,
we define T ε

i,a as the set of time steps during which client i
plays arm a in phase !, and define T ε

i =
⋃

a∈A!
i
T ε
i,a. Simi-

larly, T̃ ε
i,k represents the set of times steps during which client

i plays key term k in phase !, with T̃ ε
i =

⋃
k∈K!

i
T̃ ε
i,k. We

also denote λv as the eigenvalue associated with eigenvector
v and define εε = 2−ε.

Client-side Algorithm
As shown in Algorithm 1, in each phase !, each client i first
computes its G-optimal design πε

i , a distribution among its
available arms Aε

i (called active arms). We note that this can
be effectively computed by the well-known Frank-Wolfe algo-
rithm under an appropriate initialization. The main purpose
of the G-optimal design is to minimize the maximum predic-
tion variance so as to make the estimation of θ∗ as precise as
possible. At line 3, by diagonalizing the information matrix
V ε
i (π

ε
i ), the client can check all directions (represented by

eigenvectors) to see if they lack adequate certainty (Line 4),
then uploads the eigenvalue-eigenvector pairs to the central
server. The server subsequently returns a set of key terms Kε

i
and the corresponding repetition times {nk}k∈K!

i
(Line 6).

Then client i plays arms and key terms for the required num-
ber of times, and shares its progress by uploading the local
data to the server (Line 13) so that it can benefit other clients.

Note that the order of playing each arm/key term is not im-
portant. I.e., within a phase, the client can freely arrange the
order as long as ensuring each arm/key term is played the re-
quired times. This flexibility affords each client more freedom
to change its recommendation strategy as needed. Finally,
the client downloads the estimated preference parameter θ̂ε,
and updates its active arm set by eliminating inferior arms
according to the estimation (Line 15). We emphasize that the
sensitive data for each client (e.g., which arm is played and the
corresponding reward) is not transmitted to the central server
as the client only shares locally aggregated data (Gε

i andW ε
i ).

Algorithm 1: FedConPE Algorithm for client i
Input: Time horizon T , number of clients M , dimension d,

number of arms K, arm set Ai ⊆ Rd, constant
C ∈ (0, 1] in Assumption 2, constant N > 0

Initialization: Let ! = 1,A!
i = Ai

1 while not reaching time horizon T do
2 Compute G-optimal design ε!

i on A!
i , such that∑

a∈A!
i
ε!
i (a) = 1, V !

i (ε) =
∑

a∈A!
i
ε(a)aaT

g(ε!
i ) = maxa∈A!

i
‖a‖2

V !
i (ε!

i )
−1 = d

3 Diagonalize V !
i (ε

!
i ) =

∑d
j=1 λvjvjv

T
j

4 foreach λvj < 3
4(1−ε2! )dN

do
5 Upload (λvj ,vj)

6 Download K!
i and {nk}k∈K!

i
from server

// The order of plays is arbitrary
7 foreach a ∈ A!

i do $ Play arms

8 Pull a for Ti,!(a) =
⌈

2dε!
i (a)

ε2!
log 2KM log T

δ

⌉
times

9 Receive rewards {xi,t}t∈T !
i,a

10 foreach k ∈ K!
i do $ Play key terms

11 Pull k for nk times
12 Receive rewards {x̃i,t}t∈T̃ !

i,k

13

Upload G!
i =

∑

a∈A!
i

Ti,!(a)aa
T +

∑

k∈K!
i

nkkk
T, and

W !
i =

∑

t∈T !
i

ai,txi,t +
∑

t∈T̃ !
i

ki,tx̃i,t

14 Download θ̂! from server
15 Eliminate suboptimal arms:

A!+1
i =

{
a ∈ A!

i : max
b∈A!

i

〈
θ̂!, b− a

〉
≤ 2

√
N
M

ε!

}

16 ! = !+ 1

Server-side Algorithm
As shown in Algorithm 2, the server’s role is to find appro-
priate key terms in K that can minimize the uncertainty for
each client i, and aggregate data from the clients to estimate
the preference parameter. Upon receiving the eigenvalues and
eigenvectors from each client, the server searches all the key
terms and finds the closest one in terms of the inner product
(Line 5). Then the selected key term k and the corresponding
repetition times nk are sent back to the client (Line 8). Finally,
the server aggregates data from all the clients and estimates the
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unknown preference parameter via linear regression (Line 10
and Line 11). Note that estimating θ̂ε requires computing
matrix inverse. Without loss of generality, we assume thatG
is always invertible when the associated feature vectors span
Rd. When they do not span Rd, we can always reduce the
number of dimensions.

Algorithm 2: FedConPE Algorithm for server
Input: Time horizon T , number of clients M , dimension d,

key term set K ⊆ Rd, constant C ∈ (0, 1] in
Assumption 2, constant N > 0

Initialization: Let ! = 1,G = 0,W = 0
1 while not reaching time horizon T do
2 foreach i ∈ [M ] do
3 Receive Ei =

{
(λvj ,vj)

}
j
, let K!

i = ∅
4 foreach (λvj ,vj) ∈ Ei do
5 k = argmaxv∈K vTvj

6 K!
i = K!

i ∪ (λvj ,k)

7 nk =

⌈
3

2(1−ε2
!
)N

−2dλvj

C2ε2!
log 2KM log T

δ

⌉

8 Send K!
i and {nk}k∈K!

i
to client i

9 Receive G!
i and W !

i

10 G =
∑

p∈[!]

∑
i∈[M ] G

p
i , W =

∑
p∈[!]

∑
i∈[M ] W

p
i

11 Broadcast θ̂! = G−1W to all clients
12 ! = !+ 1

3.4 Theoretical Analysis
This section presents the theoretical results of FedConPE,
including its cumulative regret, communication costs, and the
number of conversations. The proofs of Theorem 1, 2, 3, and
4 are given in Appendix C, D, E, and F, respectively.
Theorem 1 (Regret upper bound). With probability at least 1−

δ, the cumulative regret scales in O
(√

dMT log KM log T
δ

)
.

Remark 1. When there is only one client (i.e., M = 1), our
setting reduces to the non-federated conversational bandits
and the regret scales in Õ(

→
dT ). It improves the result of

prior works [Zhang et al., 2020; Wang et al., 2023], which
is Õ(d

→
T ). The improvement stems from utilizing phase

elimination on finite arm sets. Also, our regret bound coin-
cides with that presented by [Huang et al., 2021]. Although
FedConPE relies on the conversational setting, it sidesteps
the computationally prohibitive multi-client G-optimal design,
making it easier to achieve real-time recommendations.

Theorem 2 (Regret lower bound). For any policy that chooses
at most one key term at each time step, there exists an instance
of the federated conversational bandits such that the policy
suffers an expected regret of at least Ω(

→
dMT ).

Remark 2. Theorem 1 and Theorem 2 imply that FedConPE
is minimax optimal up to a logarithmic factor.

Theorem 3 (Communication cost). With probability at least
1− δ, the communication cost scales in O(d2M log T ).

Remark 3. Compared with [Huang et al., 2021], whose com-
munication cost is O(d2MK log T ), our result demonstrates
an improvement by a factor ofK. This is because FedConPE
does not require each client to upload its active arm set (whose
cardinality is of size O(K)). Instead, each client indepen-
dently collects data based on its own arms, and only com-
municates the aggregated data to the server. This not only
reduces communication overhead but also enhances privacy
preservation by limiting the data shared with the server.
Theorem 4 (Conversation frequency upper bound). For any
client i ∈ [M ] and phase ! ∈ [L], let β = λmin

(
V ε
i (π

ε
i )
)
.

We have: (a) If β ≥ 3
4(1−ε2!)dN

, no conversations will be
initiated. (b) Otherwise, the fraction of conversations is at

most
3

4(1−ε2
!
)
−dNβ

NC2 relative to the total phase length.
Remark 4. Even in the worst case, where β = 0, the propor-
tion of conversations is at most O(1/(NC2)). This theorem
indicates that FedConPE initiates only a small number of
conversations over the time horizon.

4 Performance Evaluation
In this section, we conduct extensive experiments to demon-
strate the effectiveness of our algorithm. Specifically, we aim
to answer the following research questions:
1. For both the single-client and multi-client settings, does our

algorithm FedConPE outperform existing state-of-the-art
algorithms for conversational contextual bandits?

2. How do the number of clients M and the arm set size K
affect the performance of FedConPE?

3. Does our algorithm use fewer conversations in practice?

4.1 Experimental Settings
Datasets
In light of previous studies, we generate a synthetic dataset and
use the following three real-world datasets. The details of data
generation and preprocessing are postponed to Appendix G in
the extended version of this paper [Li et al., 2024].
• MovieLens-25M [Harper and Konstan, 2015]: A dataset
from MovieLens, a movie recommendation website. It con-
tains 25,000,095 ratings across 62,423 movies created by
162,541 users.

• Last.fm [Cantador et al., 2011]: A dataset from an online
music platform Last.fm. It contains 186,479 tag assign-
ments, interlinking 1,892 users with 17,632 artists.

• Yelp1: A dataset from Yelp, a website where users post re-
views for various businesses. It contains 6,990,280 reviews
for 150,346 businesses created by 1,987,897 users.

Baseline Algorithms
We select the following algorithms from existing studies as
the baselines that we will compare with.
• LinUCB [Li et al., 2010; Abbasi-Yadkori et al., 2011]: The
standard linear contextual bandit framework designed for
infinite arm sets. It does not consider the conversational
setting so it only has arm-level feedback.
1https://www.yelp.com/dataset
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• ConUCB [Zhang et al., 2020]: The original algorithm pro-
posed for conversational contextual bandits. It queries key
terms when conversations are allowed and leverages conver-
sational feedback on key terms to improve learning speed.

• Arm-Con [Christakopoulou et al., 2016]: The algorithm
that initiates conversations based on arms instead of key
terms. The arm selection follows LinUCB.

• ConLinUCB [Wang et al., 2023]: A series of algorithms
that change the key term selection strategy. It contains 3 al-
gorithms: ConLinUCB-BS computes the barycentric span-
ner of key terms as an exploration basis. ConLinUCB-MCR
selects key terms that have the largest confidence radius.
ConLinUCB-UCB uses a LinUCB-like strategy to choose
key terms that have the largest upper confidence bounds.

4.2 Evaluation Results
Cumulative Regret for a Single Client
First of all, we evaluate the single-client scenario and compare
FedConPE with all the six baseline algorithms in terms of
cumulative regret. We randomly select 10 users and calcu-
late their cumulative regret over T = 6, 000 rounds. We set
the arm set sizeK = 100 and randomly selectK arms from
|A| for the client. For the baseline conversational algorithms
ConUCB, Arm-Con, and ConLinUCB, we adopt the conver-
sation frequency function b(t) = 5+log(t),, which adheres to
their original papers. The result is shown in Figure 2, where
the x-axis is the number of rounds and the y-axis is the cumu-
lative regret. We observe similar results among all the datasets,
aligning with the findings from previous studies. That is, all
the algorithms exhibit sublinear regrets with respect to the
number of rounds. The algorithms without querying key terms
(i.e., LinUCB and Arm-Con) have the poorest performance
(largest cumulative regret), while other algorithms that query
key terms perform better, thereby showing the importance of
conversations about key terms. Our algorithm FedConPE
outperforms all of them, achieving at least 5.25% improve-
ments among all the datasets. This performance improvement
substantiates our theoretical results, showing that even under
the non-federated scenario (i.e.,M = 1), our algorithm also
achieves lower regret (see discussion in Remark 1).

Cumulative Regret for Multiple Clients
Then, we evaluate the federated (i.e., multi-client) scenario.
Since our work is the first to consider the federated setting in
conversational bandits, when comparing with the baselines,
we simply run the baseline algorithms on each client individu-
ally, without any communication with the server. We set the
number of clientsM = 10 and independently selectK = 100
random arms for each client. Other parameters remain the
same as the single-client setting. As depicted in Figure 3,
FedConPE shows even more advantages compared with the
single-client scenario, achieving at least 37.05% improvement
over other algorithms. The advantage stems from the federated
framework, where the central server aggregates data from each
client to better estimate the unknown preference vector.

Cumulative Regret with Different Number of Clients
We further demonstrate the effect of the number of clients by
varying it from 3 to 15 with other parameters fixed and com-
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Figure 2: Cumulative regret for the single-client scenario.
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Figure 3: Cumulative regret for the multi-client scenario.

pare the cumulative regret at time T = 6, 000. For illustration
purposes, we only present the result for the synthetic dataset,
while the results for the real-world datasets, which exhibit sim-
ilar patterns, are provided in Appendix I.1. Figure 4 depicts
that, without communication, the cumulative regrets of all
the baseline algorithms increase linearly with the number of
clients, i.e., Õ(dM

→
T ). In contrast, our algorithm leverages

the data collected from all the clients, achieving a regret scaled
in Õ(

→
dMT ), thereby mitigating the regret increase.

Cumulative Regret with Different Arm Set Sizes
We evaluate the effect of the arm set size K. Figure 5 illus-
trates the simulations executed for T = 10, 000 under different
arm set sizes, ranging from 100 to 300 on the synthetic dataset.
Similar results derived from the real-world datasets are also
provided in Appendix I.2. One can observe that, for all the
baseline algorithms, there is no substantial amplification of
the cumulative regrets as the arm set size K increases. This
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Figure 4: Cumulative regret v.s. number of clients.

result is expected because all the baseline algorithms are based
on the LinUCB framework, which is intrinsically designed
to deal with infinite arm sets. Note that FedConPE is also
insensitive to the size K. This validates our theoretical results
(Theorem 1), where the regret of our algorithm increases only
logarithmically with respect toK.
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Figure 5: Cumulative regret v.s. size of arm sets.

Accuracy of Estimated Preference Vectors
We evaluate the accuracy of the estimated preference vectors
by computing the average !2-distance between the estimated
vector θ̂u,t and the ground truth θ∗

u across 10 randomly se-
lected users u. The number of clients and the arm set size are
configured to 5 and 100, respectively. In Figure 6, we exhibit
the average difference of all algorithms over the initial 2,000
rounds. Benefiting from the aggregated data, our algorithm
FedConPE can estimate the preference vector more quickly
and accurately than the baseline algorithms.

Number of Conversations
Finally, we measure the number of conversations (i.e., queries
of key terms) initiated by each algorithm. Note that all of our
baseline conversational algorithms (ConUCB, Arm-Con, and
ConLinUCB) launch conversations in a deterministic man-
ner, i.e., a pre-defined function b(t) governs the frequency
of conversations. Therefore, we directly calculate the num-
ber of conversations launched according to their algorithms
and plot the results. Following the original papers, we plot
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Figure 6: Accuracy of estimated preference vectors.

b(t) = 5+log(t), and b(t) = +t/50,, respectively. We note
that although some baselines use a logarithmic b(t) in their
experiments, they require a linear b(t) for their proofs. We
run FedConPE on all the datasets and record the number of
key terms selected, with 10 users, andM = 10,K = 100. As
shown in Figure 7, due to the novel design of determining the
need for conversations, FedConPE launches fewer conversa-
tions than other algorithms, offering a better user experience.
It is important to note that FedConPE also provides enhanced
flexibility concerning the order of conversations and recom-
mendations within each phase (see details in Section 3.3).
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Figure 7: The pulling times of key terms.

5 Conclusion
In this paper, we introduced FedConPE, a phase elimination-
based algorithm for federated conversational bandits with fi-
nite arm sets and heterogeneous clients. It adaptively con-
structs key terms that minimize uncertainty in the feature
space. We proved that FedConPE achieves matching regret
lower&upper bounds and has reduced communication cost,
conversation frequency, and computational complexity. Exten-
sive evaluations showed that our algorithm achieves a lower
regret and requires fewer conversations than existing methods.
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