I/O-efficient calculation of $H$-group closeness centrality over disk-resident graphs

Junzhou Zhao, Pinghui Wang, John C.S. Lui, Don Towsley, Xiaohong Guan

Department of Computer Science and Engineering, The Chinese University of Hong Kong, Shatin N.T. Hong Kong
MOE Key Laboratory for Intelligent Networks and Network Security, Xi’an Jiaotong University, Xi’an, 710049, China
Computer Science Department, University of Massachusetts at Amherst, MA, 01003, USA

Article history:
Received 22 May 2016
Revised 6 March 2017
Accepted 31 March 2017
Available online 12 March 2017

Keywords:
Online social network
Group centrality
Disk-resident graph
Submodularity
Greedy algorithm

1. Introduction

Node centrality [8,22,24] captures the structural importance of a node in a network (or says a graph), and is a fundamental concept in analyzing complex networks, e.g., rank Web pages in the WWW [39], measure the influence of a user in an online social network (OSN) [10], analyze the load of a server in a communication network [47], and so forth. Many centrality measures such as degree [2], closeness [14,37,45], betweenness [43,50], and their variants [42,47], have been proposed to measure the importance of an individual node in a network. While these measures apply usefully in finding the $K$ most important (top-$K$) nodes in a network, they are actually not suitable for finding a set of nodes of size $K$ such that these $K$ nodes form the most important node group in the network.
Indeed, such a problem widely exists in scores of applications. For example, in an OSN, product retailers may want to locate K people to promote their products so as to maximize the number of potentially influenced customers [25]; however, due to the overlap of people’s friend circles, simply returning the top-K most influential people (say, measured by degree) in the network is unlikely to be optimal. As another example, considering the fast development of electric vehicles in recent years, it urges urban planners to build charging stations at the proper places of a city to facilitate drivers to find a nearest one [31]. If we consider this problem as finding K nodes in the urban traffic network to minimize the average distance that other nodes can reach one of these K nodes, then choosing the top-K most central nodes (say, measured by closeness) in the network is obviously not satisfactory. Many data summarization tasks in machine learning (e.g., extractive summarization of documents, image collections, videos etc. [48]) can also be abstracted as identifying the most important node group from some properly defined network (e.g., a network formed by words and their correlations [13]).

These examples motivate researchers to develop new metrics that are suitable for measuring the importance of a group of nodes rather than an individual node in a network. To this end, Everett and Borgatti, in their seminal work [18], extended the idea of individual node centrality to group centrality. They conceptually illustrated the definitions of group degree, group closeness and so on (which we will elaborate in Section 2) for two graphs containing 14 and 20 nodes respectively. Despite its conceptual novelty and potential usefulness in addressing practical problems, group centrality lacks efficient calculation methods that can scale to large graphs which contain billions of edges such as Twitter and Facebook. Such large graphs call for efficient group centrality calculation methods and tools.

Designing scalable algorithms for handling large real-world graphs is challenging. As graphs grow larger in scale and more complex in their structure, they easily outgrow the memory capacity of a single computer and complicate the system design of distributed computing [33]. In some situations, graph compression techniques can be applied to fit a graph into a computer’s main memory. For example, Boldi and Vigna [7] reported that Web graphs can be compressed by using about 3 bits per edge; however, social networks are far less compressible than Web graphs [12]. Furthermore, decompression may lead to overhead in CPU time and harm computational efficiency. On the other hand, distributed graph computing systems such as Spark and GraphLab [32] can handle billion-scale graphs; however, the cost of having and maintaining a large cluster is prohibitory for most users. In addition, it is also a difficult problem to break a large graph into smaller balanced subgraphs in order to process them across cluster nodes and minimize the communication between cluster nodes [30]. In recent years, disk-based graph computation has undergone an explosive development, such as GraphChi [28], X-Stream [44], TurboGraph [23] and VENUS [11]. Such systems use clever graph storage methods and do not need to load a complete graph into main memory, and can process large graphs on just a single PC with computational efficiency as competitive as distributed computing systems. However, these existing systems do not yet support calculating group centrality.

Present work. In this work, we study how to efficiently calculate group centrality (more specifically, the H-group closeness centrality) over large disk-resident graphs on a single PC equipped with moderate sized main memory, e.g., 4 – 8GB. Our main result is a disk-based group centrality computation system/tool that can handle billion-scale graphs within hours of time. For example, finding a node group to (approximately) maximize the group closeness centrality on a Twitter graph of 1.4 billion edges, our method needs less than 2 h, while a baseline method that relies on sequentially scanning the data on the disk multiply times needs several days.

We first introduce the group degree/closeness centrality defined by Everett and Borgatti in Section 2, and then show that they can be extended to a H-group closeness centrality, which captures the features of both group degree and group closeness. We thus focus on calculating the H-group closeness in a large disk-resident graph. Here, the calculation of H-group closeness includes solving two basic problems: (1) given a node group, how to efficiently compute its H-group closeness value, i.e., the computation problem; and (2) how to find a node group containing at most K nodes to maximize the H-group closeness, i.e., the maximization problem. These two problems arise from two typical real-world applications. For example, given two user groups of an OSN, which one is more influential and hence more suitable for advertising targeting? Given two charging station placement plans, which one should the urban planner choose? These questions can be answered by solving the computation problem. The solution to the maximization problem can be applied to find optimal solutions, e.g., find a user group with the maximum influence for advertising targeting; find out the best charging station placement strategy for a city. Throughout the paper, the proposition of H-group closeness centrality and the solutions to these two problems constitute our main contributions.

Challenges. For large graphs that cannot entirely fit in a computer’s main memory, both the computation problem and the maximization problem become challenging.

- In the computation problem, we need to solve the single-source shortest path (SSSP) problem for a group of nodes, which is known to be a high computational complexity task in a large graph (either use a breadth-first-search (BFS) method or Dijkstra’s algorithm).
- In the maximization problem, we need to solve the all-pairwise shortest path (APSP) problem, which has even larger time complexity than solving the SSSP problem. Even worse, the maximization problem is NP-hard. Although a greedy algorithm can find an approximate solution, it generates too many random accesses to disk when handling disk-resident graphs which results in poor computational efficiency.
Solutions. We develop efficient and novel algorithms to solve these problems in this work.

- We propose an efficient method based on a probabilistic counting method to estimate $H$-group closeness centrality with high accuracy, rather than exhaustively computing it in an exact fashion. The proposed method has time complexity $O(m)$ using $O(m \log \log n)$ extra storage, where $n$ and $m$ are the number of nodes and number of edges respectively.
- We design a novel $O$-efficient greedy algorithm, that exploits properties of the $H$-group closeness centrality to handle a disk-resident graph efficiently, and improves the computational efficiency a lot. For example, our method is about 300 times faster than a baseline method on the Twitter graph with 1.4 billion edges.

We validate the efficiency of our techniques by conducting extensive experiments in both synthetic and real-world graphs, which cover a large variety of networks, including citation networks, collaboration networks, social networks, etc. The empirical results demonstrate that our solution performs well, both in computational accuracy and efficiency.

The remainder of the paper will proceed as follows. In Section 2, we give the definitions of group degree, group closeness, and $H$-group closeness. In Section 3, we formulate the group closeness computation/maximization problem. We then elaborate the methodologies for solving these two problems in Section 4, and validate our proposed methods in Section 5. We also show some interesting observations in Section 6. Finally, Section 7 summarizes some related work, and Section 8 concludes. Proofs of main results can be found in Appendix.

2. Group centrality definitions

In this section, we first review two definitions of group centrality: group degree centrality and group closeness centrality. Then we extend them to a $H$-group closeness centrality.

2.1. Group degree and group closeness

Let $G(V, E)$ be a directed graph, where $V = \{0, \ldots, n-1\}$ is a set of $n$ nodes, and $E \subseteq V \times V$ is a set of edges. We only consider unweighted graphs in this work. Given a subset of nodes $S \subseteq V$, referred to as a node group, Everett and Borgatti [18] defined its group degree centrality as the number of non-group members that are connected to group members in the graph.

Definition 1 (Group degree centrality). In a directed graph $G(V, E)$, the group degree centrality of a node group $S \subseteq V$ is

$$C_{\text{deg}}(S) \triangleq \{|v : u \in S \land v \notin S \land (u, v) \in E\}.$$  

Intuitively, if we think of a directed edge $(u, v) \in E$ as user $u$ influencing user $v$, group degree centrality $C_{\text{deg}}(S)$ is in fact the number of users that are directly influenced by $S$. Note that group degree only considers one-hop neighbors of each group member, and can be extended to group closeness centrality, which considers the distances to all other nodes in the graph. If a node group can reach to other nodes in the graph with smaller average distance, group closeness gives higher score to this node group. The original definition of group closeness given by Everett and Borgatti can be formally described as follows.

Definition 2 (Group closeness centrality). In directed graph $G(V, E)$, the group closeness centrality of a node group $S \subseteq V$ is the reverse of the average distance from $S$ to other nodes, i.e.,

$$C_{\text{close}}(S) \triangleq \frac{|V \setminus S|}{\sum_{v \in V \setminus S} d_{Sv}}.$$  

Here, $d_{Sv}$ measures the distance from node group $S$ to a node $v$ in the graph, and is defined as

$$d_{Sv} \triangleq \begin{cases} \infty, & S = \emptyset, \\ \min_{u \in S} \text{dist}_{uv}, & S \neq \emptyset, \end{cases}$$

where $\text{dist}_{uv}$ is the shortest path distance from $u$ to $v$. $\text{dist}_{uv} = \infty$ if $u$ cannot reach $v$ and $\text{dist}_{uv} = 0$.

Here, we should notice that Everett and Borgatti implicitly assume that graph $G$ is strongly connected. Otherwise, the above group closeness centrality is not well defined: if there exists a node $v \in VS$ that is not reachable from $S$, i.e., $d_{Sv} = \infty$, then $C_{\text{close}}(S)$ is always zero.

2.2. $H$-group closeness centrality

Group degree centrality in Definition 1 and group closeness centrality in Definition 2 can both be considered as distance scores measuring how close a node group is to other nodes in the graph. Group degree considers only one-hop neighbors, while group closeness considers the average distance to all other nodes. We combine these two measures and introduce a $H$-group closeness centrality.
Definition 3 (H-group closeness centrality). In a directed graph $G(V,E)$, let $H \geq 1$ be an integer, $g_H : [0, \infty) \rightarrow [0, \infty)$ be a non-increasing function truncated at $H$, i.e., $g_H(x) = 0$ for $x > H$. The H-group closeness of node group $S \subseteq V$ is

$$C_H(S) = \sum_{v \in V} g_H(d_v) - f(S),$$

where $d_v$ is defined by (3), $f(S)$ is an additive cost function such that $f(A) + f(B) = f(A \cup B)$ for every disjoint sets $A, B \subseteq V$.

Remarks. (1) H-group closeness weights heavier to nodes that are more easily reachable from $S$ than nodes are not, and this coincides with our intuition that in OSNs, the influence of a group of users decays as distance increases.

(2) To guarantee that H-group closeness is non-negative, we further require cost function $f$ satisfying $f(0) = 0$ and $f(V) \leq g_H(0)|V|$. In experiments, we will use $f(S) = \alpha g_H(0)|S|$, where $\alpha \in [0, 1]$ is an additional parameter.

(3) H-group closeness captures features of both group degree and group closeness by choosing proper $g_H$ and $f$. For example, let $g_H(h) = 1$ and $f(S) = |S|$, then $C_1(S) = C_{deg}(S)$; let $H$ be the diameter of the graph, then $C_H(S)$ captures how close $S$ is to all other nodes in graph $G$, and similar to $C_{close}(S)$.

(4) H-group closeness is better defined than $C_{close}(S)$, and does not require graph $G$ to be well-connected. In the following discussion, we will also refer H-group closeness as group closeness for simplicity.

3. H-group closeness computation and maximization

In this section, we formulate the H-group closeness computation maximization problem, and analyze the hardness of solving the maximization problem.

3.1. Two basic problems

The proposed H-group closeness centrality is closely related to two basic problems, i.e., the computation problem and the maximization problem, which are formally stated in the following.

Definition 4 (H-group closeness computation problem). Given graph $G(V,E)$, and node group $S \subseteq V$, calculate the value of H-group closeness $C_H(S)$.

Definition 5 (H-group closeness maximization problem). Given graph $G(V,E)$, find a node group $S \subseteq V$ containing at most $K$ nodes to maximize $C_H(S)$.

As explained in Section 1, the above two problems are from real-world applications. For example, comparing the influence of two user groups in an OSN needs to solve the computation problem, while finding an optimal charging station placement needs to solve the maximization problem.

We assign a cardinality constraint $|S| \leq K$ for the maximization problem because many real-world problems have resource limitations, e.g., a company can afford to choose at most $K$ users for advertising targeting; a city has a financial budget for building at most $K$ charging stations.

3.2. The maximization problem and submodularity

The maximization problem deserves an in-depth analysis before we present our solution. First, we can show that the maximization problem is computationally intractable to solve optimally (by a straightforward reduction from the max $K$-vertex cover problem which is NP-hard).

Theorem 1. H-group closeness maximization problem is NP-hard.

Since it is computationally difficult to find an optimal solution, we aim to find an approximate solution with quality guaranteed. Before we introduce such a method, we first recap a well-studied submodularity theory [26].

Background on submodularity. A set function $F : 2^V \rightarrow \mathbb{R}$ is submodular if for every $S \subseteq T \subseteq V$ and $s \in V \setminus T$, it holds that $F(S \cup \{s\}) - F(S) \geq F(T \cup \{s\}) - F(T)$. To understand its meaning, let us denote by $d_S(i) = F(S \cup \{i\}) - F(S)$ the marginal gain of adding element $i$ to set $S$. Then submodular functions actually capture that the marginal gain never increases as more nodes are added to $S$, a.k.a. the phenomenon of diminishing returns, which arises naturally in many areas such as economics and machine learning. Furthermore, a set function $F : 2^V \rightarrow \mathbb{R}$ is monotone if for every $S \subseteq T \subseteq V$, $F(S) \leq F(T)$. The classical result of [36] states that a polynomial time greedy algorithm can provide an approximation of $(1 - e^{-1})$ for maximizing a monotone submodular function with a cardinality constraint, and the bound is tight [36]. The greedy algorithm starts with an empty set $S_0 = \emptyset$, and iteratively, in step $k$, adds an element $s_k$ which maximizes the marginal gain, i.e., $s_k = \arg\max_{s \in V \setminus S_{k-1}} d_S(A_s)$. The algorithm stops once it has selected $K$ elements (where $K$ is the budget), or the marginal gain becomes zero.

However, if the submodular function is non-monotone, the simple greedy algorithm can perform arbitrarily poorly (an example is given in [41]) because the simple greedy algorithm may be trapped in regions where only have local maximums.
Algorithm 1: Random greedy [9].

1. \( S_0 \leftarrow V \);
2. for \( k = 1, \ldots, K \) do
3. \( T_k \leftarrow \arg \max_{S_k \in \mathbb{V} \setminus S_{k-1}||S_k| = K} \sum_{i \in S_k} \delta_i(S_{k-1}); \)
4. \( s_k \leftarrow \) a uniformly random sample from \( T_k \);
5. \( S_k \leftarrow S_{k-1} \cup \{s_k\}; \)
6. Return \( S_K \);

To help “jumping out of” such traps, Buchbinder et al. [9] proposed a random greedy algorithm (Algorithm 1): at each step, instead of selecting an element with the largest marginal gain, it randomly selects an element from a set \( T_k \), which contains the elements with the \( K \) largest gains. Random greedy provides an approximation of \( e^{-1} \) in expectation for maximizing a general non-monotone submodular function with a cardinality constraint.

We find that \( H \)-group closeness indeed satisfies submodularity, but the monotonicity depends on \( f \).

Theorem 2. \( H \)-group closeness is a submodular set function, which is monotone when \( \max_{u,v} f(|v|) \leq g_H(0) - g_H(1) \) and non-monotone otherwise.

Hence we can use the simple greedy and random greedy algorithms to solve the \( H \)-group closeness maximization problem. Although the two greedy algorithms both have \( O(Kn) \) oracle calls (i.e., number of times of calculating marginal gains), they are still too expensive when handling large graphs due to the additional cost in calculating marginal gains in each step. Furthermore, the two greedy algorithms require the data to fit entirely in a computer’s main memory, and they are actually not efficient for handling graphs residing on disk. We will explain the difficulties of directly applying these two memory-based algorithms in detail in the next section, and develop new techniques that enable us to use a single PC with small memory capacity to efficiently find quality guaranteed solutions in a large graph.

4. Handling disk-resident graphs

Before we elaborate our methods for solving the \( H \)-group closeness computation problem and maximization problem, it is necessary to explain why the two problems become challenging when the graph cannot fit entirely in a computer’s main memory.

4.1. Challenges of handling disk-resident graphs

If we want to exactly calculate the group closeness of a node group, we have to solve the single-source shortest path (SSSP) problem for a group of nodes. Meanwhile, when solving the maximization problem, in order to calculate the marginal gain for each node in a step of the greedy algorithm, we are faced to solve the all-pairwise shortest path (APSP) problem. Solving the SSSP and APSP problems in a large graph is known to be a high complexity task and a bottleneck in many graph applications. For example, if we use the BFS method to solve the APSP problem in an unweighted and directed graph, the time complexity is \( O(n^2 + mn) \). This is obviously expensive when handling a large graph with large number of nodes \( n \) and large number of edges \( m \). Furthermore, when solving the SSSP and APSP problems, these algorithms require the computer’s main memory is large enough to store the entire graph, and they are actually not suitable for handling graphs residing on disk.

When a graph cannot entirely fit in a computer’s main memory, i.e., has to be stored on disk, another challenge is that greedy algorithms generate many random disk accesses and therefore harms computational efficiency significantly. To illustrate this issue of greedy algorithm clearly, let us consider that we already use an efficient implementation of the greedy algorithm where nodes are maintained in a priority queue ordered in decreasing marginal gain. Each time when a node is added to the selected node group \( S \), we need to update the marginal gain of the affected nodes in the queue, and we can use an inverted index for quickly looking up these affected nodes. An inverted index can be thought of as a hash map that maps a node \( u \) to a list of nodes \( L_u = \{v_1, v_2, \ldots\} \), and the inclusion of node \( u \) to set \( S \) will affect the marginal gain of node \( v \in L_u \). In other words, when node \( u \) is selected, we need to look up \( L_u \) and update the marginal gain for \( v \in L_u \) in the queue. If the index mapping (i.e., \( (u \rightarrow L_u) \in V \) ) is small, it can fit in a computer’s main memory. Unfortunately, the inverted lists \( L_u \) are usually extremely large (even larger than the graph) and have to be stored on disk. Since \( u \) is unlikely to be selected locally during the iterations in the greedy algorithm, this will cause many random disk accesses, which harms the computational efficiency significantly.

4.2. \( H \)-group closeness estimation method

We solve the \( H \)-group closeness computation problem in this subsection. Since the exact algorithms that need to solve the SSSP and APSP problems do not scale, we turn to a different way that estimates \( C_{H} \) efficiently, and avoid solving the complex SSSP or APSP problem in a large graph.
The estimation method is based on an equivalent form of the definition of $H$-group closeness. Since $d_u$ takes integer values and we care values in range $[0, H]$, it is easy to see that $H$-group closeness defined by (4) is equivalent to

$$C_H(S) = \sum_{h=1}^{H} g_H(h)[N_h(S) - N_{h-1}(S)] + g_H(0)|S| - f(S),$$

where $N_h(S)$ is the number of nodes that are reachable from $S$ within $h$ hops, i.e.,

$$N_h(S) \triangleq \begin{cases} |S|, & h = 0, \\ \{v : d_{uv} \leq h\}, & h \geq 1. \end{cases}$$

The key is that we can efficiently estimate $N_h(S)$ based on a method by Palmer et al. [40], which used a clever Flajolet-Martin (FM) sketch method [21] to estimate an individual neighborhood function $N_h(u) = \{v : d_{uv} \leq h\}$ for a node $u$. In that work, the estimation of $N_h(u)$ is thought of as counting the number of nodes within $h$ hops from node $u$, which can be efficiently implemented using well-studied probabilistic counting methods [21], e.g., FM-sketch. Palmer et al.’s method is based on the following observation: Let $Nbr_h(u)$ denote the set of nodes that are reachable from $u$ within $h$ hops, $Nbr_h(u)$ then satisfies

$$Nbr_h(u) = Nbr_{h-1}(u) \cup \bigcup_{u' \in V} Nbr_{h-1}(u').$$

In FM-sketch, we can use a bit-string $M_h(u)$ of length $\log_2 n$ bits ($n$ is the number of nodes) to “encode” $u$’s neighborhood information $Nbr_h(u)$, and replace the set-union operation by bitwise-or operation. $M_h(u)$ is calculated by iteratively performing the bitwise-or operations among $u$’s out-neighbors, i.e.,

$$M_h(u) = M_{h-1}(u) \text{ OR } \bigcup_{u' \in V} M_{h-1}(u')$$

where $M_0(u)$, $u \in V$ is initialized by a uniformly distributed random number, and bit $i$ of $M_0(u)$ is set if the random number has $i$ trailing zeros. $Nbr_h(u)$ can be “decoded” from $M_h(u)$ by $Nbr_h(u) \approx 2^i0.77351$, where $r$ is the index of the leftmost ‘1’ bit in bit-string $M_h(u)$ plus one (e.g., $r(0110) = 2, r(0110) = 3$).

**Extending to a node group.** We extend the above method to estimating $N_h(S)$ for node group $S$, based on the following observation: Let $Nbr_h(S)$ denote the set of nodes that are reachable from node group $S$ within $h$ hops, then

$$Nbr_h(S) = \bigcup_{u \in S} Nbr_h(u).$$

That is, if we have obtained bit-string $M_h(u)$ for each node $u \in V$, then bit-string $M_h(S)$ for node group $S$ can be obtained by performing the bitwise-or operations among all its group members, i.e.,

$$M_h(S) = \text{ OR } M_h(u).$$

And finally, $N_h(S)$ can be decoded from $M_h(S)$ in a similar way as $N_h(u)$.

**Enhancement.** However, when we use the above method to estimate $H$-group closeness $C_H$ in practice, we observe that FM-sketch sometimes incurs large estimation variance (details are discussed in Section 5). We therefore make several enhancements to improve the estimation accuracy of the above estimation framework. First, instead of using the FM-sketch method, we use a method that combines the HyperLogLog counting [20] and linear counting [49] (HLLC-LC). HyperLogLog counting is the state-of-the-art probabilistic counting method which is also adopted by Boldi et al. [6] to improve the accuracy of estimating an individual neighborhood function. The combination with a linear counting can provide more accurate estimates for small cardinalities. This is important in improving the final estimation accuracy of $C_H$. Because for small $h$, $N_h(S)$ is typically small, but they have large weights in the calculation of $C_H$; hence if we improve the estimation accuracy of $N_h(S)$ for small $h$, we can improve the estimation accuracy of $C_H$ significantly. Second, we store $N$ bit-strings per node per hop, and use the arithmetic mean of $N$ estimates to further reduce the estimation error of $C_H$, since the variance of an arithmetic mean decreases with rate $1/N$.

**Computing marginal gains.** Notice that such an estimation framework also benefits the calculation of marginal gain $\delta_h(S)$ of adding $s$ to set $S$. Because $M_h(S \cup \{s\}) = M_h(S) \text{ OR } M_h(s)$, $C_H(S \cup \{s\})$ is easily obtained after decoding and hence so is $\delta_h(S) = C_H(S \cup \{s\}) - C_H(S)$. 


Time and storage complexity. If we use the HyperLogLog counting method, the bit-string $M_b(u)$ for a node $u$ has length $O(\log \log n)$. Thus, storing bit-strings of all the nodes in a graph has storage approximately $O(\log \log n)$ bytes. Computing the bit-strings for all the nodes in the graph requires traversing the edge list $H$ times, thus the time complexity of computing bit-strings is $O(n)$. Once we have obtained the bit-strings for every node, the time complexity of calculating $C_{ij}$ is constant because the time complexity of decoding $M_b(u)$ is constant. Note that when the bit-strings are stored on disk, their will be additional I/O cost on reading and writing bit-strings from/to disk; this additional I/O cost will be analyzed in the next subsection.

In conclusion, we see that the estimation approach avoids solving the SSSP or APSP problem in a large graph and therefore reduces the computational complexity. The estimation method relies on bit-strings $M_b(u)$ for every node $u \in V$ at each hop $h = 1, \ldots, H$. In the following, we present a bit-string calculation method that can handle large disk-resident graphs.

4.3. Bit-string calculation method

In this subsection, we design an efficient bit-string calculation method, and we generally assume that the bit-strings are stored on disk.

Given a directed graph $G(V, E)$, we associate each node $u \in V$ with a collection of bit-strings, i.e., $\{M_b(u)\}_{n=0}^{H}$, called a bit-string record, where $M_b(u)$ is initialized by a uniformly distributed random number and $\{M_b(u)\}_{n=0}^{H}$ is calculated later. Bit-string records are all fixed length, and the length of a record is assumed to be $L$ bytes. We arrange these $n$ bit-string records in ascending order of their associated node IDs, and concatenate them to form the bit-string table, as illustrated in Fig. 1(a). Thus, for an arbitrary node $u \in V$, its bit-string record can be located at position $L \cdot u$ of the bit-string table in time $O(1)$. The bit-string table is further divided into $b$ blocks (logically), denoted by $l_i$, $1 \leq i \leq b$, to ensure that each block can be entirely loaded into the computer’s main memory.

To calculate $M_b(u)$ on a large disk-resident graph, a direct method is to divide graph $G$ into $b^2$ blocks according to the division of nodes in the bit-string table, as shown in Fig. 1(b), and then handle one graph block at a time [40]. For example, graph block $G_{ij}$ consists of source nodes in $l_i$ and destination nodes in $l_j$; when handling graph block $G_{ij}$, bit-string records in $l_i$ and $l_j$ are loaded, and source bit-string records in $l_i$ are updated by performing bitwise-or operations with their out-neighbors in $l_j$ according to (6). This method is described in detail in Algorithm 2.

![Fig. 1. Bit-string calculation method.](image)

**Algorithm 2:** Bit-string calculation using partition I.

```
1 for $h = 1, \ldots, H$ do
2     for $i = 1, \ldots, b$ do
3         Load bit-strings in interval $l_i$ into memory;
4         $M_h(u) \leftarrow M_{h-1}(u)$;
5     for $j = 1, \ldots, b$ do
6         Load bit-strings in interval $l_j$ into memory;
7         foreach edge $(u, v)$ in $G_{ij}$ do
8             $M_h(u) \leftarrow M_h(u) \text{ OR } M_{h-1}(v)$
9     Flush bit-strings in $l_i$ to disk;
```

Calculating bit-strings for all the nodes at each hop, Algorithm 2 needs to read $nl + bnL = (b+1)nl$ bytes from disk (Lines 3 and 7), and write $nl$ bytes to disk (Line 10). One possible issue in Algorithm 2 is that, real graphs are usually very sparse, meaning that many graph blocks in Fig. 1(b) may contain only a few edges, and therefore Algorithm 2 will generate...
many wasted disk reads. A way to solve this issue is to leverage graph clustering methods to reorder the nodes and then remove those empty graph blocks. However, the cost of this preprocessing step is expensive.

To alleviate the wasted disk reads problem, we design another bit-string calculation method based on a different graph partition, as illustrated in Fig. 1(c). In Fig. 1(c), we partition graph G only by its source nodes, and edges in the same graph block are sorted by destination. For example, graph block $G_i$ consists of edges with the source nodes in $I_i$. When a graph block is handled, say $G_i$, bit-strings in $I_i$ are loaded into memory, and bit-strings of edges’ destinations are loaded on demand. Because destination nodes are sorted, we only need to sequentially scan the bit-string table on disk in a streaming fashion, and generate very few random accesses. This method is described in detail in Algorithm 3.

### Algorithm 3: Bit-string calculation using partition II.

1. for $h = 1, \ldots, H$
2.   for $i = 1, \ldots, b$
3.     Load bit-strings in interval $I_i$ into memory;
4.     foreach node $u$ in $I_i$
5.       $M_h(u) \leftarrow M_{h-1}(u)$;
6.     foreach edge $(u, v)$ in $G_i$
7.       if $v$ is not cached then
8.         Pin node $v$ and its bit-strings into cache;
9.       $M_h(u) \leftarrow M_h(u) \text{ OR } M_{h-1}(v)$;
10. Flush bit-strings in $I_i$ to disk;

Assume that each graph block contains an average fraction of $a \in [0, 1]$ distinct destination nodes of the $n$ total nodes. Then Algorithm 3 needs to read $nL + b \cdot aT = (ab + 1)nL$ bytes from disk (Lines 3 and 8), and write $nL$ bytes to disk (Line 10) to calculate bit-strings for all the nodes at each hop. Hence, Algorithm 3 requires fewer disk reads than Algorithm 2. Notice that Algorithm 2 needs to load two bit-string blocks into memory at a time, while Algorithm 3 only needs to load one. Hence, Algorithm 3 can use larger bit-string blocks than Algorithm 2, which also reduces the number of disk reads as $b$ becomes smaller. The I/O cost comparison between Algorithms 2 and 3 is summarized in Table 1.

4.4. An I/O-efficient greedy algorithm

In this subsection, we solve the $H$-group closeness maximization problem using the greedy algorithms mentioned in Section 3.2. The main difficulty of directly applying these algorithms is that they generate many random disk accesses and are not suitable for handling disk-resident graphs as explained in Section 4.1. We hence design a novel I/O-efficient greedy algorithm by exploiting the submodularity of $C_M$. We first introduce these properties of submodularity.

#### 4.4.1. Properties of submodularity

The first property of submodularity comes from its definition, which we state again as follows.

**Property 1.** Let $F$ be a submodular function, then for every $S \subseteq T \subseteq V$ and $s \in V \setminus T$, it holds that $\delta_S(S) \geq \delta_T(T)$.

This property implies that submodular functions exhibit the diminishing return property, i.e., the marginal gain of every element never increases as more elements are selected. This property can reduce the number of times of updating marginal gains in each step of the simple/random greedy algorithm. In particular, if the recently updated node already has the largest marginal gain, there is no need to update marginal gains for the other nodes. Because their gains will only become smaller after being updated. This useful trick is also called lazy evaluation [35].

Next, we state that submodularity allows us to slightly weaken the conditions required by the simple/random greedy algorithm when selecting elements at each step, and we can still obtain quality guaranteed solutions.

**Property 2.** Let $F$ be a monotone submodular function. In each step $k$ of the simple greedy algorithm, instead of choosing an element $s_k$ with the largest marginal gain, we choose an element $s_k$ whose marginal gain is at least a fraction $\lambda$ of the largest

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Disk I/O cost comparison between Algorithms 2 and 3.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bytes of disk reads</td>
<td>Bytes of disk writes</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>$(b+1)nL$</td>
</tr>
<tr>
<td>Algorithm 3</td>
<td>$(ab+1)nL$, $a \in [0, 1]$</td>
</tr>
</tbody>
</table>
marginal gain, i.e., \( \delta_j \geq \lambda \delta_k \). Then \( S_k = \{ s_1, \ldots, s_k \} \) satisfies

\[
F(S_k) \geq (1 - e^{-\lambda}) F(OPT)
\]

where \( OPT \) is the optimal solution maximizing \( F \).

**Property 3.** Let \( F \) be a submodular function. In each step \( k \) of the random greedy algorithm, instead of constructing \( T_k \) with \( K \) elements having the largest gains, we construct \( T'_k \) with \( K \) elements such that \( \sum_{j \in T'_k} b_j(S_{k-1}) \geq \lambda \sum_{j \in T_k} b_j(S_{k-1}) \). We randomly sample an element \( s_j \) from \( T'_k \) at step \( k \), and obtain \( S_k = \{ s_1, \ldots, s_k \} \) after \( K \) steps. Then \( S_k \) satisfies

\[
\mathbb{E} F(S_k) \geq \lambda e^{-\lambda} F(OPT)
\]

where \( OPT \) is the optimal solution maximizing \( F \).

**Properties 2 and 3** use \( \lambda \) as a parameter to trade off solution quality against computational efficiency. Instead of exhaustively searching for a node (or \( K \) nodes) with the largest gain at each step, we now search for a node (or \( K \) nodes) for which the gain is at least a fraction \( \lambda \) of the largest gain, and the final solution quality is still bounded. More importantly, these two properties enable us to organize nodes in a special manner, which benefits handling a disk-resident graph. We elaborate this technique in the following.

### 4.4.2. Designing an I/O-efficient greedy algorithm

We first describe the data structure used in the I/O-efficient greedy algorithm.

**Data structure.** In our algorithm, nodes and their associated data are organized in blocks, and a block can be entirely loaded into main memory. A block, as illustrated in Fig. 2(a), maintains the following fields for each node:

- \( v \in \{0, \ldots, n-1\} \) denotes the node ID;
- \( \delta \) denotes the marginal gain of a node;
- \( t \in \{0, 1, \ldots, k\} \) identifies the iteration, in which iteration marginal gain \( \delta \) is updated;
- “bit-strs” represents the bit-string record associated with the node.

In practice, a block is stored as a single file, and blocks are further organized into intervals to optimize disk reads and writes during the greedy steps. More specifically, let \( \delta^{max} \), \( \delta^{max}_v, \delta^{max}_s \) denote the largest marginal gain when no node is selected (\( \delta^{max} \) is obtained by traversing the bit-string table once). Given constant \( \lambda \in (0, 1) \), we split the interval \( (\epsilon, \delta^{max}) \) into \( P \) sub-intervals, where the \( i \)-th sub-interval is \( (\lambda^{i+1}\delta^{max}, \lambda^{i}\delta^{max}) \). The number of intervals \( P \) is chosen properly to ensure that \( e \lambda^{i}\delta^{max} \) is sufficiently small. Given these \( P \) sub-intervals, we associate a block \( k \) to a sub-interval such that, for each node \( v \) in the block, \( \delta_v \in (\lambda^{i+1}\delta^{max}, \lambda^{i}\delta^{max}) \). All the blocks in the same interval are further organized as a queue, as illustrated in Fig. 2(b). Note that, for each queue, we only maintain Block IDs belonging to the corresponding interval in the queue in main memory.

**I/O-efficient greedy algorithm.** Based on this data structure, we design an I/O-efficient greedy algorithm in **Algorithm 4**. In general, **Algorithm 4** runs for \( K \) iterations, and in each iteration, it selects a node (or \( K \) nodes) whose marginal gain satisfies the conditions of **Property 2** (or 3), and finally outputs a solution that is a \((1 - e^{-\lambda})\)-approximation (or \( \lambda e^{-1} \)-approximation) of the optimal value for maximizing \( C_k \).

In each iteration, we process blocks in interval \( i \) where \( i \) is the smallest, so this interval is most likely to contain nodes with the largest marginal gains (Lines 4–6). We update the marginal gain of nodes in the loaded blocks (Lines 8–10). At the same time, we also update the interval ID that the updated node belongs to, i.e., find \( j \) such that \( \delta_v \in (\lambda^{j+1}\delta^{max}, \lambda^j\delta^{max}) \) (Line 11). If the updated node still belongs to the same interval, i.e., \( j = i \), we are sure that this node has marginal gain at least a fraction \( \lambda \) of the current largest marginal gain. Hence, we select this node (Lines 12–20). Otherwise \( j > i \), we save the node and its associate data into a block belonging to interval \( j \) (Line 22). Note that we may need to create a new block if the tail block in interval \( j \) exceeds the capacity limit. Then we create a new block and push its block ID into the interval’s queue.
Algorithm 4: I/O-efficient greedy algorithm.

1. $S \leftarrow \emptyset$, $T \leftarrow \emptyset$, $t \leftarrow 0$;
2. while $|S| < K$, do
3. 
4. if Queue[i] is empty for all i, then break;
5. 
6. $i \leftarrow \min[j' : \text{Queue}[j'] \text{ is non-empty}]$;
7. 
8. $\text{BlockID} \leftarrow \text{Queue}[i].\text{Pop}();$
9. 
10. Load the block specified by $\text{BlockID}$ into memory;
11. 
12. foreach node $v$ in the block do
13. 
14. $t_v < t$, then
15. 
16. $\delta_v \leftarrow C_H(S \cup \{v\}) - C_H(S)$, $t_v \leftarrow t$;
17. 
18. if $\delta_v < \epsilon$ then continue;
19. 
20. $j \leftarrow$ the interval ID that node $v$ belongs to;
21. 
22. if $j = i$, then
23. 
24. if $C_H$ is monotone then
25. 
26. $S \leftarrow S \cup \{v\}$, $t \leftarrow t + 1$;
27. 
28. else
29. 
30. $T \leftarrow T \cup \{v\}$;
31. 
32. $|S| = K$ then
33. 
34. $s \leftarrow \text{sample a node from } T$;
35. 
36. Save nodes in $T \setminus \{s\}$ to interval $j$;
37. 
38. else
39. 
40. $S \leftarrow S \cup \{s\}$, $T \leftarrow \emptyset$, $t \leftarrow t + 1$;
41. 
42. end
43. 
44. end
45. 
46. end
47. 
48. end
49. 
50. return $S$;

Remarks. (1) In the case that $C_H$ is non-monotone, Algorithm 4 may lead to a situation where there are not enough nodes to construct set $T$. This technique problem can be solved by adding enough dummy nodes to $T$, and a dummy node always has zero marginal gain. Obviously, these dummy nodes do not affect the solution quality and can be removed from the final solution $S$.

(2) The I/O-efficient greedy algorithm is superior to the simple/random greedy algorithm in following aspects: (a) it only sequentially scans data from interval to interval, hence generates few random access; (b) it does not exhaustively search for a node with the largest gain, but can stop search earlier once it finds an updated node still belonging to the same interval. Hence, I/O-efficient greedy algorithm is more efficient than the simple/random greedy algorithm in handling disk-resident graphs.

5. Experimental validation

In this section, we conduct experiments on a large variety of graphs (including citation networks, collaboration networks, social networks, etc.) with different scales (from thousands of nodes/edges to billions of nodes/edges) to validate our proposed techniques. In particular, we want to demonstrate that our proposed group closeness estimation method can well approximate the real group closeness; and our proposed I/O-efficient greedy algorithms outperform the original greedy algorithms on the trade-off between computational efficiency and accuracy when handling large graphs.

5.1. Validation datasets

We first briefly introduce the graphs that will be used in the following experiments and applications. The basic statistics of these graphs are summarized in Table 2. In the last column of Table 2, we also show the required memory capacity to load the complete graph into RAM using the graph structure in SNAP (snap.stanford.edu). In general, these graphs can be classified into the following five categories.

- **Citation networks**: The citation networks are built from paper (cit-HepTh) or patent (cit-Patents) citations. In a citation network, a node represents a paper (or patent), and a directed edge $(i, j)$ represents that paper/patent $i$ cites paper/patent $j$. These datasets are publicly available from SNAP.
- **Collaboration networks**: Collaboration network ca-DBLP is built from the DBLP computer science bibliography (dblp.uni-trier.de/db). In this network, a node represents an author, and an undirected edge represents the co-authorship between two authors. This dataset is publicly available from SNAP.
• **Social networks**: soc-LiveJournal, soc-Twitter, and soc-Friendster are three social networks that are collected from LiveJournal, Twitter, and Friendster, respectively. In these networks, a node represents a user, and an edge represents the relationship between two users. A relationship can be undirected, e.g., the friendship in Friendster, or directed, e.g., the following relationship in LiveJournal and Twitter. These datasets are publicly available from SNAP.

• **Barabási-Albert (BA) graphs**: We use the Barabási-Albert model to generate three BA graphs with 10M to 30M nodes. These graphs have a power-law degree distribution.

• **Network with community structures**: We use two networks with ground-truth communities (com-Orkut and com-Synthetic) to study the characteristics of node groups identified by our method in Section 6. Network com-Orkut is built from the Orkut social network. In Orkut, beside the friend relationship between users, we also know the communities that each user belongs to. This dataset is publicly available from SNAP. The synthetic network com-Synthetic is a benchmark graph used to test community detection algorithms, and we generate it using the method described in [29].

### 5.2. Experiment settings

All the experiments are performed on a PC running 64-bit Ubuntu 14.04.3 LTS, with an octa-core 2.66 GHz Intel Processor, 8GB of main memory, and a 450GB 15000RPM hard disk.

When calculating the $H$-group closeness, we will use both the exponential weighting function $g_h(h) = e^{-h}$ and power weighting function $g_h(h) = 1/h$ (where $g_h(0) = 1$). The cost function is $f(S) = \alpha |S|$, $\alpha \in [0, 1]$.

### 5.3. Validating the estimation method

The $H$-group closeness estimation framework developed in Section 4.2 can be equipped with different probabilistic counting methods. Here we list some of them, and their associated parameters:

- **Flajolet-Martin (FM) sketch** [21]: It is a basic probabilistic counting method that we have described in Section 4.2. The main parameter is the number of bit-strings stored for each node at each hop, denoted by $N$.

- **LogLog counting (LLC)** [16]: LLC divides the counting space into $m$ buckets, and uses arithmetic mean of the ‘$1$’-bit positions in these $m$ buckets to estimate cardinality. Parameters are bucket number $m$ and bit-string number $N$.

- **HyperLogLog counting (HLLC)** [20]: HLLC is an improved version of LLC, and uses harmonic mean for estimation. Parameters are bucket number $m$ and bit-string number $N$.

- **LogLog counting combined with linear counting (LLC-LC)**: We use linear counting instead of LLC when the empty buckets ratio is too high, which happens when cardinality is small.

- **HyperLogLog counting combined with linear counting (HLLC-LC)**: We use linear counting instead of HLLC when empty buckets ratio is too high.

#### 5.3.1. Estimation variance of using different probabilistic counting methods

In the first experiment, we compare the $H$-group closeness estimation variance of using different probabilistic counting methods in terms of the normalized root mean square error (NRMSE). NRMSE of an estimator $\hat{C}_H$ is defined as $\text{NRMSE}[\hat{C}_H] = \sqrt{\mathbb{E}[C_H - \hat{C}_H]^2}/\hat{C}_H$. In our experiment, we generate node group of different size, e.g., $|S| = 10, 30, 300$ by randomly sampling nodes from a graph. Figs. 3 and 4 show the NRMSE of estimating $C_S$ for 100 different node groups in cit-HepTh and ca-DBLP, respectively.

In general, FM-sketch has the largest variance in both datasets. LLC and HLLC are much better than FM-sketch. The state-of-the-art probabilistic counting method HLLC is better than LLC, and if we use HLLC-LC to improve the estimation accuracy of small cardinalities, the NRMSE is further reduced. The experiment indicates that HLLC-LC should be our best choice in estimating $C_S$.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Type</th>
<th>$#$ nodes</th>
<th>$#$ edges</th>
<th>Mem.</th>
</tr>
</thead>
<tbody>
<tr>
<td>cit-HepTh</td>
<td>directed</td>
<td>27K</td>
<td>352K</td>
<td>8MB</td>
</tr>
<tr>
<td>com-Synthetic</td>
<td>directed</td>
<td>100K</td>
<td>960K</td>
<td>24MB</td>
</tr>
<tr>
<td>ca-DBLP</td>
<td>undirected</td>
<td>317K</td>
<td>1.0M</td>
<td>80MB</td>
</tr>
<tr>
<td>com-Orkut</td>
<td>undirected</td>
<td>3.1M</td>
<td>117M</td>
<td>1.7GB</td>
</tr>
<tr>
<td>cit-Patents</td>
<td>directed</td>
<td>3.8M</td>
<td>16.5M</td>
<td>0.6GB</td>
</tr>
<tr>
<td>soc-LiveJournal</td>
<td>directed</td>
<td>5.2M</td>
<td>77.4M</td>
<td>1.8GB</td>
</tr>
<tr>
<td>ba-Synthetic-10m</td>
<td>directed</td>
<td>10M</td>
<td>105M</td>
<td>2.6GB</td>
</tr>
<tr>
<td>ba-Synthetic-20m</td>
<td>directed</td>
<td>20M</td>
<td>213M</td>
<td>5.2GB</td>
</tr>
<tr>
<td>ba-Synthetic-30m</td>
<td>directed</td>
<td>30M</td>
<td>322M</td>
<td>&gt; 8GB</td>
</tr>
<tr>
<td>soc-Twitter</td>
<td>directed</td>
<td>41.7M</td>
<td>1.4B</td>
<td>&gt; 8GB</td>
</tr>
<tr>
<td>soc-Friendster</td>
<td>undirected</td>
<td>65.6M</td>
<td>1.8B</td>
<td>&gt; 8GB</td>
</tr>
</tbody>
</table>
5.3.2. Estimation accuracy of using different parameters

Next, we use HLLC-LC to estimate $C_5$ and compare the estimates with the ground truth. Here the ground truth is obtained by using a breadth-first-search method in a graph. We generate 100 node groups of size $|S| = 10, 30, 50$ respectively, and show the estimated value of $H$-group closeness with respect to the real value in scatter plots in Fig. 5 (and the results for ca-DBLP is shown in Table 3). Both the estimated value and real value are normalized to range $[0, 1]$ for ease of comparison.
We can observe that the estimated values well approximate the real values for node groups of different size. The Pearson Correlation Coefficient (PCC) (which can quantify how strongly two series are linearly correlated) between the estimated values and real values is approximately 1.0. When we increase the number of bit-strings from $N = 8$ to 16, or increase the number of buckets from $m = 64$ to 128, PCC increases accordingly. This experiment indicates that the proposed estimation method can well approximate the true $H$-group closeness.

### 5.4. Validating the bit-string calculation method

The bit-strings ($M_h(u)$) play an important role in solving both the computation problem and the maximization problem. In the following experiment, we verify the efficiency of our proposed bit-string calculation method.
We have two bit-string calculation methods, i.e., Algorithms 2 and 3, which are based on two different graph partitions as illustrated in Fig. 1. We show that Algorithm 3 based on graph partition II performs more efficiently than Algorithm 2 based on graph partition I. Here, we measure the average time cost of calculating bit-strings for all the nodes at one hop in different graphs, with respect to different memory budgets, ranging from 0.5GB to 4GB. The results are shown in Fig. 6.

We observe that Algorithm 3 requires less time cost than Algorithm 2 on four graphs, indicating that Algorithm 3 is indeed more efficient than Algorithm 2. The reason is that Algorithm 3 needs fewer disk reads and can use larger bit-string blocks than Algorithm 2. The time cost on the other graphs is shown in Table 4.

5.5. Validating the I/O-efficient greedy algorithm

Next, we validate the effectiveness of our proposed I/O-efficient greedy algorithm in solving the H-group closeness maximization problem. We compare our method with two baseline methods:

- Multi-pass greedy algorithm: A simple way to enable the simple/random greedy algorithm to handle large data is to let them scan the data on disk multiply times. In each scan, it selects a node (or K nodes) having the largest gain.
- Greedy algorithm using an inverted index: As we mentioned earlier, another approach is that we maintain an inverted index on the disk, and each time when a node is selected, we look up this inverted index and update the nodes whose marginal gain is changed in the priority queue. After all the affected nodes are updated, we pick the node (or K nodes) with the largest gain from the queue.

We compare our I/O-efficient greedy algorithm with these two baseline methods on two smaller graphs cit-HepTh and ca-Dblp. Figs. 7 and 8 show the results respectively. (Note that \( C_H \) is monotone when \( \alpha = 0 \) and non-monotone when

---

1 The two baseline methods are not scalable on large graphs. For example, using the multi-pass greedy algorithm, a complete pass requires 59 minutes on the Twitter graph.
In the left columns of Figs. 7 and 8, we observe that the two baseline methods can obtain better solutions than our proposed method. This coincides with our analysis that the quality bound of our proposed method is worse than the simple/random greedy algorithm. The solution quality of our method can be improved by increasing $\lambda$, and as $\lambda$ increases, the solution becomes better.

The main appeal of our proposed I/O-efficient greedy algorithm is its computational efficiency. This can be seen clearly from the right columns of Figs. 7 and 8. We see that the two baseline methods are much more time consuming than our proposed method. The greedy algorithm using an inverted index is actually not efficient than the multi-pass greedy algorithm in general. We also observe that $\lambda$ has a trade-off effect in balancing the solution quality and computational efficiency, i.e., larger $\lambda$ helps finding better solutions, but is more time consuming. This is more clearly seen in Fig. 9, which shows the results of choosing node groups containing 500 and 1000 nodes on the cit-Patents and soc-LiveJournal graphs.
When $\lambda$ increases from 0.1 to 0.9, we obtain better solutions, but at the cost of longer running time. Running time on the other graphs is shown in Table 5.

6. Applications

In this section, we apply our developed techniques to study the characteristics of node groups in several real-world OSNs. We show some interesting features of the node groups identified by our algorithms.
Fig. 9. Trade-off effect of $\lambda$ in the I/O-efficient greedy algorithm ($H = 5, \alpha = 0$).

Table 5

<table>
<thead>
<tr>
<th>Graph</th>
<th>$H = 3, \alpha = 0$</th>
<th>$H = 3, \alpha = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ba-Synthetic-10m</td>
<td>16min</td>
<td>12min</td>
</tr>
<tr>
<td>ba-Synthetic-20m</td>
<td>36min</td>
<td>29min</td>
</tr>
<tr>
<td>ba-Synthetic-30m</td>
<td>55min</td>
<td>43min</td>
</tr>
<tr>
<td>soc-Twitter</td>
<td>1h 24min</td>
<td>56min</td>
</tr>
<tr>
<td>soc-Friendster</td>
<td>2h 35min</td>
<td>2h 12min</td>
</tr>
</tbody>
</table>

Fig. 10. Node group size and $H$-group closeness.

6.1. Observations in large real-world OSNs

According to Theorem 2, $C_H$ is non-monotone when $\alpha$ is large. Then a straightforward question to ask is: what is the minimum size of a node group maximizing $C_H$? We study this problem by gradually increasing budget $K$, and find out the minimum $K$ after which $C_H$ no longer increases, generally. The results are depicted in Fig. 10(a) and (b). We find that the general minimum node group size is approximately 3000 in both the soc-Twitter and soc-Friendster datasets.

For individual node centralities, several work [34,46] have suggested using degree as an alias for other node centrality metrics. For example, Lim et al. [46] find that degree is a good alias for closeness centrality. Here, we ask a similar question: are the top-$K$ largest degree nodes good aliases for node group of size $K$ maximizing the $H$-group closeness? To answer this question, we use our method to find node groups maximizing $C_H$, and compare the overlap with the top largest degree nodes in the same graph. Fig. 11(a) and (b) depict the results on soc-Twitter and soc-Friendster, respectively. It is surprising that the overlap is actually very low, with different $H$ and $\alpha$. When we further compare the values of $H$-group closeness of node groups obtained by different methods, e.g., using the greedy algorithm, top-largest degree nodes, and randomly selecting, they are indeed very different, as depicted in Fig. 12. Node groups obtained by the greedy algorithm have significantly larger $H$-group closeness than others. These observations indicate that the node group maximizing $H$-group closeness centrality in a graph cannot be simply represented by top largest degree nodes of the graph.
Fig. 11. Overlap between a node group by maximizing $C_i$ and top largest degree nodes. (Overlap between two sets $S$ and $T$ is calculated by $|S \cap T|/K$ where $|S| = |T| = K$).

(a) soc-Twitter  
(b) soc-Friendster

Fig. 12. Comparing the value of H-group closeness of node groups obtained by different methods.

6.2. Observations in networks with community structures

Real-world networks often exhibit community structures, where sets of nodes organize into densely connected clusters [30]. In the following discussion, we study how node groups identified by our algorithms are distributed in the network with community structures.

We conduct a series of experiments on the com-Synthetic and com-Orkut networks, and the results are depicted in Fig. 13. The top two figures compare the value of H-group closeness of node groups identified by different methods, and the results are consistent with our previous results in Fig. 12: our method can identify node groups with significantly larger H-group closeness than the other two methods.

Next, we measure how these identified large H-group closeness nodes are distributed in networks with community structures, and understand the difference with small H-group closeness nodes. Intuitively, node groups with larger H-group closeness should distribute more evenly in different communities than small H-group closeness nodes; otherwise, if high H-group closeness nodes are only in a few communities, then from these nodes we can hardly reach nodes located in other communities and this would result in small H-group closeness.

To verify our conjecture, we propose two metrics. The first metric directly measures the number of distinct communities that a group of nodes are located in, and the results are shown in the middle two figures. The second metric measures the Shannon entropy $- \sum_c p_c \log p_c$, where $p_c$ is the proportion of selected nodes belonging to community $c$. The Shannon entropy achieves maximum when nodes are distributed evenly in different communities. The results are shown in the bottom two figures.

We can see that the two metrics obtain consistent results: nodes identified by our method are indeed located in more communities and distributed more evenly than nodes selected by the other two methods. Although randomly selected nodes also distributed evenly, which is easy to understand, they have much smaller H-group closeness value.

7. Related work

There is a vast literature on scaling up the individual node centrality computations in large graphs [14,17,24,37,50], but little work is conducted on scaling up group centrality calculations.

---

2 In the case of overlapping communities, if a node belongs to $i$ communities simultaneously, we assume that the node contributes $1/i$ to each of its community when calculating entropy.
Many centrality measures such as betweenness [50] and closeness [14,45] rely on calculating all-pairwise shortest path length in a graph, which is high computational complexity for large graphs. Specifically in closeness centrality, to reduce its computational complexity, Eppstein and Wang [17] proposed a sampling approach that only calculates the distances to a small number of sampled nodes and then uses these distances to estimate the closeness of each node. Okamoto et al. [37] also used this idea to rank the top-k nodes with the highest closeness centrality. However, Cohen et al. [14] argue that such a method may incur large estimation error when the distance distribution is heavy-tailed, and they propose a hybrid estimator that combines the sampling approach and a pivoting approach to obtain better estimates. These methods are helpful in efficiently estimating individual node closeness centrality, but are not suitable for computing group closeness in our setting.

On the other hand, there are increasingly many works on scaling centrality calculations by distributed computing. For example, Kang et al. [24] developed a parallel graph mining tool based on Hadoop to estimate individual node centrality. Oktay et al. [38] use the MapReduce programming framework to estimate pair-wise shortest path distance in a large graph. Sariyüce et al. [45] presented a distributed framework for calculating closeness centrality incrementally in dynamic graphs. However, developing distributed graph algorithms remains a challenging task [33], and there is still a need and potential for optimizing graph algorithms on a single machine [28].

Many NP-hard problems can leverage the greedy heuristic to obtain an approximate solution. Despite the importance of greedy algorithm, relatively little effort has focused on scaling it up for large datasets. Cormode et al. [15] presented a variation of the greedy algorithm that can solve the set cover problem on large scale datasets. However, our problem cannot be easily converted to a set cover problem and hence we cannot apply their method. Another approach to scale up the greedy algorithm is parallelization [5,13,27], although greedy algorithm is inherently sequential. To relax the constraint of sequen-
tially choosing elements, Berger et al. [4] proposed to use multiple processors to randomly cover sets and avoid covering the same elements redundantly in solving the set cover problem. Inspired by Berger’s work, Chierichetti et al. [13] developed an algorithm for the MaxCOVER problem using MapReduce. These two methods still require data fitting in the computer cluster’s memory (and also the work [27]) so that multiple processors can randomly access data; if data residents on disk, random access on disk will cause I/O costs and harm computational efficiency. Therefore they are not suitable in processing disk-resident data.

8. Conclusion

$H$-group closeness centrality is a useful measure in measuring the importance of a group of nodes in a graph. However, for a large graph containing billions of edges, that cannot entirely fit in a computer’s main memory, computing the $H$-group closeness of a node group and finding a node group to maximize $H$-group closeness, both become challenging tasks. This work presents a systematic solution for efficiently computing and maximizing $H$-group closeness centrality over large disk-resident graphs. To solve the computation problem, we leverage a probabilistic counting method to efficiently estimate the $H$-group closeness rather than exhaustively computing it in an exact manner; to solve the maximization problem, we exploit properties of submodular functions to reduce the number of random disk accesses in the original simple/random greedy algorithm. We conduct experiments on many large graphs, and the results demonstrate the efficacy of our proposed solution.
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Proof of Theorem 2

Proof. (1) Submodularity. We first prove that $C_H$ is submodular. For every subsets $S \subseteq T \subseteq V$ and $s \in V \setminus T$,
\begin{equation}
\delta_s(S) = \sum_{v \in V} \left[g_H(\min\{d_{sv}, dist_{sv}\}) - g_H(d_{sv})\right] - f(|s|)
\end{equation}
and similarly, we write $\delta_s(T) = \sum_{v \in V} \left[\delta_s^{(v)}(T) - f(|s|)\right]$ where $\delta_s^{(v)}(T) = g_H(\min\{d_{sv}, dist_{sv}\}) - g_H(d_{sv})$.

In the following, we show that $\delta_s^{(v)}(S) \geq \delta_s^{(v)}(T)$ always holds for every $v \in V$. Notice that $S \subseteq T$ implies $d_{sv} \geq d_{tv}$, hence, we need to consider the following cases:

1. $dist_{sv} \geq d_{sv} \geq d_{tv}$, which yields $\delta_s^{(v)}(S) = \delta_s^{(v)}(T) = 0$, $\forall v \in V$.
2. $d_{sv} \geq dist_{sv} \geq d_{tv}$. In this case, $\delta_s^{(v)}(T) = 0$, and
\begin{equation}
\delta_s^{(v)}(S) = g_H(dist_{sv}) - g_H(d_{sv}) = \begin{cases} 0, & \text{if } d_{sv} \geq dist_{sv} > H \\ g_H(dist_{sv}), & \text{if } d_{sv} > H \geq dist_{sv} \\ g_H(dist_{sv}) - g_H(d_{sv}), & \text{if } H > d_{sv} \geq dist_{sv} \end{cases}
\end{equation}
3. $d_{sv} \geq d_{tv} \geq dist_{sv}$. In this case, we have
\begin{equation}
\delta_s^{(v)}(S) = g_H(dist_{sv}) - g_H(d_{sv}) \geq g_H(dist_{sv}) - g_H(d_{tv}) = \delta_s^{(v)}(T).
\end{equation}

We thus conclude that $\delta_s(S) \geq \delta_s(T)$, $\forall s \in V \setminus T$ and $C_H$ is a submodular function.

(2) Monotonicity. The monotonicity of a submodular function is equivalent to saying that the marginal gain of every element is always non-negative. Hence, the inclusion of arbitrary nodes never decreases the objective; otherwise, if the marginal gain could be negative, the inclusion of an element can decrease the objective.

For $H$-group closeness $C_H(S)$, a node having the smallest marginal gain must be a node that is an out-neighbor of some node in $S$, and the smallest marginal gain is $g_H(0) - g_H(1) - f(|s|)$. Hence, if the smallest marginal gain is always non-negative, i.e., $\max_{s \in S} f(|s|) \leq g_H(0) - g_H(1)$. $C_H$ is monotone; otherwise $C_H$ is non-monotone. \qed
Proof of Property 2

Proof. Since $F$ is monotone, we have
\[
F(\text{OPT}) - F(S_{t-1}) = F(\text{OPT} \cup S_{t-1}) - F(S_{t-1})
\]
\[
= F(\text{OPT} \setminus S_{t-1} \cup S_{t-1}) - F(S_{t-1}).
\]
Assume $\text{OPT} \setminus S_{t-1} = \{z_1, \ldots, z_m\}$, $m \leq K$, and we define
\[
Z_j \triangleq F(S_{t-1} \cup \{z_1, \ldots, z_j\}) - F(S_{t-1} \cup \{z_1, \ldots, z_{j-1}\})
\]
for $j \leq k$. Then we have
\[
F(\text{OPT}) - F(S_{t-1}) \leq \sum_{j=1}^{m} Z_j.
\]
(A.1)

Since $F$ is submodular,
\[
Z_j \leq F(S_{t-1} \cup \{z_j\}) - F(S_{t-1}) = \delta_{s_j} \leq \delta_{k} \leq \lambda^{-1} \delta_{s_t}.
\]
Substituting it into (A.1), we have
\[
F(\text{OPT}) - F(S_{t-1}) \leq \sum_{j=1}^{m} Z_j \leq K\lambda^{-1}(F(S_{t}) - F(S_{t-1})),
\]
which yields
\[
F(S_{t}) \geq [1 - (1 - \lambda/K)^t]F(\text{OPT}).
\]
Finally, let $t = K$, and we conclude that
\[
F(S_{K}) \geq [1 - (1 - \lambda/K)^K]F(\text{OPT}) \geq (1 - e^{-1})F(\text{OPT}).
\]

Proof of Property 3

Proof. We extend Buchbinder et al.’s proof [9] by allowing choosing $K$ elements $T'_K$ such that the sum of their marginal gains is at least a fraction $\lambda$ of the sum of the $K$ largest marginal gains in each step $k$. First, we need the following lemma.

Lemma 1 (Lemma 2.2 [19]). Let $R : 2^V \mapsto \mathbb{R}$ be submodular. Denote by $A$ a random subset of $V$ where each element appears with probability at most $p$ (not necessarily independently). Then $\mathbb{E}R(A) \geq (1 - p)R(\emptyset)$.

Intuitively, this lemma states that a “random enough” subset $A$ cannot have much worse value than that of the empty set. Let $R(S) \triangleq F(S \cup \text{OPT})$ which is submodular, and observe that in each step $k$ of our random greedy algorithm, each element in $\text{OPT} \setminus S_{k-1}$ belongs to $S_{k}$ with probability at most $1 - (1 - 1/K)^k$. Thus we have the following observation.

Lemma 2 (Observation 3.2 [9]). In each step $k$ of the random greedy algorithm, $\mathbb{E}F(\text{OPT} \cup S_{k}) \geq (1 - 1/K)^k F(\text{OPT})$.

Fix $S_{k-1}$ and assume $\text{OPT} \setminus S_{k-1} = \{z_1, \ldots, z_m\}$, $m \leq K$. Then, in step $k$, the marginal gain of the selected element $s_k$ has expectation
\[
\mathbb{E} \delta_{s_k}(S_{k-1}) = K^{-1} \sum_{i \in T'_K} \delta_{s_k}(S_{k-1}) \geq \lambda K^{-1} \sum_{i=1}^{m} \delta_{z_i}(S_{k-1})
\]
\[
\geq \lambda K^{-1} \sum_{i=1}^{m} \delta_{z_i}(S_{k-1} \cup \{z_1, \ldots, z_{i-1}\})
\]
\[
= \lambda K^{-1} [F(\text{OPT} \cup S_{k-1}) - F(S_{k-1})]
\]
where the first inequality is due to the construction method of $T'_K$, the second inequality is from submodularity, and the last equality is a straightforward telescoping sum. Now unfixing $S_{k-1}$ and taking expectation over both $S_{k-1}$ and $s_k$, we obtain
\[
\mathbb{E} \delta_{s_k}(S_{k-1}) \geq \lambda K^{-1} [\mathbb{E}F(\text{OPT} \cup \{S_{k-1}\})] - F(S_{k-1})
\]
\[
\geq \lambda K^{-1} \left[ (1 - 1/K)^k F(\text{OPT}) - F(S_{k-1}) \right]
\]
where the second inequality is from Lemma 2. Reasoning in a similar way as the proof of Property 2 or use induction, we can prove
\[
\mathbb{E} F(S_{k}) \geq \lambda k / K (1 - 1/K)^k F(\text{OPT}).
\]
Letting \( k = K \), yields
\[
\exists \gamma \in \mathbb{R} \setminus \{0\}, \quad \gamma e^{-\gamma} \leq F(S_k) \leq e^{-\gamma} F(\OPT).
\]
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