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A B S T R A C T
In order to fully exploit the power of Multi-Access Edge Computing, services need to be cached at the network edge in an adaptive and responsive way to accommodate the high system dynamics and uncertainty. In this paper, we study the online service caching problem in MEC, with the goal to minimize users' perceived latency while at the same time, ensure the rate of tasks processed by the edge server is no less than a preset threshold. We model the problem with a Constrained stochastic Multi-Armed Bandit formulation, and propose a simple yet effective online caching algorithm called Constrained Confidence Bound (CCB). CCB achieves $O(\sqrt{T \ln T})$ bounds on both regret and violation of the constraint, and is able to achieve a good balance between them. We further consider the scenario when there is cost (i.e., delay) due to service switches, and propose two service switch-aware caching algorithms — Explore-First (EF) and Successive Elimination-based (SE) caching, together with a novel sampling scheme. We prove that EF achieves $O(\sqrt{T (\ln T)^3})$ bound on regret and violation, whereas SE achieves $O(\sqrt{T \ln T})$ and converges significantly faster. Lastly, we conduct extensive simulations to evaluate our algorithms and results demonstrate their superior performance over baselines.

1. Introduction

It has been shown repeatedly that innovative network architectures and key technologies enable and empower crucial applications. It is our consensus today that the reverse is also true as applications are shaping/changing the network architectures and technologies. Take for example emerging applications such as autonomous driving [1], AR/VR [2], and networked gaming. Being resource-hungry and delay-sensitive, these applications impose a stringent requirement on both computing and networking capacity, but which cannot be met solely by the existing cloud systems due to the long propagation delay and unstable network connections. In this context, a new network computing paradigm called multi-access edge computing (MEC [3, 4]), has been put forward. The key feature of MEC is that services are hosted at various type of edge nodes endowed with computing/storage/communication capacities, so that low-latency access to services is possible.

With MEC, users can offload their tasks to the edge nodes (a.k.a MEC servers) for high energy-efficiency, fast responses and enhanced security/privacy protection [5]. However, as compared with cloud infrastructure (e.g., data centers) which can virtually host all the services with abundant resources, MEC servers are often resource-constrained and can only accommodate a limited number of services. For example, network operators usually implement cloudlet based mobile computing using a computing server with small resources or a cluster with medium resources. This raises the service placement problem as when and where to host the services at the edge nodes. Apparently, the performance of MEC varies significantly depending on service placement.

The service placement problem (SPP), sometimes also referred to as service caching [6], has attracted a lot of research in the past few years, and various algorithms [7–10], i.e., exact/approximate, static/dynamic, centralized/decentralized, have been proposed. Yet designing an optimal policy for service caching remains a challenge due to the high heterogeneity and dynamics of both the system and workload. The problem becomes even more challenging when we consider it in an online setting where the caching decisions have to be made as system operates, but without a priori knowledge of user-generated workload and network condition. In fact, these critical information such as task offloading delays are stochastic and unobservable unless the services are cached. Moreover, from a practical point of view, it is expected that the online caching algorithms can provide us provable performance guarantee.
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In this paper, we study the online service caching problem for a generic multi-access edge computing system, with the goal to minimize users’ perceived latency. We adopt a Multi-Armed Bandits (MAB) [11, 12] optimization framework, which is a simple but very powerful tool for online learning that allows a decision maker to estimate parameters and perform optimization overtime under uncertainty. Our model differs substantially from traditional MAB in that: (1) in addition to cumulative reward (here, cumulative latency) that measured by regret, we also consider a QoS constraint from MEC service provider that the rate of tasks processed by the edge server is no less than a preset threshold. This formulation captures a key feature in many real-world optimization tasks that network operators seek some other performance guarantees (or constraints, measured by violation) in addition to the optimal solution; (2) Besides bandit feedback, our model also involves other type of feedback, i.e., full feedback, complementary feedback, and even state-dependent feedback. This significantly extends the existing MAB framework, while at the same time, poses challenges to design efficient algorithms and characterize their performance.

More specifically, in this paper we formulate the online service caching problem as a Constrained Multi-Armed Bandits (CMAB) optimization problem. To balance between minimizing the aggregate delay and satisfying the QoS constraint, we first propose a simple yet effective algorithm, called Constrained Confidence Bound (CCB), which is a probabilistic algorithm that achieves sub-linear bounds on both regret and violation with high probability, i.e., at time $T$ with a probability $1 - \delta$, we have $\text{Reg}(T) = O((K - L)\sqrt{KT \ln \frac{K}{\delta}})$ and $\text{Viol}(T) = O(K \sqrt{KT \ln \frac{K^2}{\delta^2}})$, where $K$ is the number of services in system and $L$ is the server capacity. Our simulation results suggest that CCB serves as a good candidate to online caching if our goal is more about the long-term performance.

We then consider the scenario when there is service switching cost, i.e., delays for fetching a new service from cloud and then instantiate it at the MEC server. We show that with service switching cost, the performance of CCB degrades due to the inaccurate estimate of parameters and frequent service switches. To this end, we propose two new service switch-aware online caching algorithms — Explore-First (EF) and Successive Elimination-based (SE) caching, both of which can effectively deal with service switches during the caching process. A common ingredient of the two algorithms is a novel sampling scheme that we propose, which is designed to sample services uniformly at the same rate with small sampling cost, while at the same time, which can avoid too many service switches. We show that both algorithms are able to identify the optimal solution efficiently, with the difference that a large number of samples are required by EF whereas the sampling cost can be significantly decreased by SE through gradually eliminating non-optimal services with high confidence during the learning process. This allows SE to converge much faster and also more computationally cost-effective. Furthermore, we prove that both algorithms simultaneously achieve sub-linear bounds on regret and violation.

The remainder of this paper is organized as follows. In Section 2 we describe system model and the CMAB formulation for the online service caching problem. Section 3 presents CCB, its performance analysis and simulation results. In Section 4 we extend the model to problems with service switching cost, and elaborate the EF and SE algorithm and their performance evaluation. Section 5 gives related work. We discuss some future research directions and conclude the paper in Section 6.

2. System model and problem formulation

2.1. System model

We consider a Multi-Access Edge Computing system as shown in Fig. 1, which consists of multiple user equipments (UEs), an MEC server and the cloud. To make our model generic, this MEC server can be micro data center, an edge cloud or a computing server with high capacity. Resource-hungry and delay-sensitive tasks are generated from UEs and routed to the MEC server. If the required services are hosted, the corresponding tasks are performed locally and superior user experience can be achieved. Otherwise, they are directed to the cloud for remote execution at the cost of large delay. Throughout the paper, we assume that the cloud hosts all the services; however, due to resource (CPU, memory, etc.) constraints, the MEC server can only accommodate a limited number of services simultaneously, which raises the service caching problem, i.e., how to properly select a subset of services from a large service pool and instantiate them at the MEC server so as to optimize the system performance.

Due to its combinatorial nature, service caching problem is generally hard to tackle even when all system parameters are available, i.e., the problem is often modeled as a 0–1 programming problem. It is much more challenging when we consider it in an online setting where one has to make caching decisions as system operates, but without any priori knowledge of the stochastic user-generated tasks and network condition. Simply caching the most popular services does not always guarantee low latency when, i.e., the computation workload of the tasks are high. Likewise, caching the services with the best network condition is also sub-optimal when the popularity of the service is low. In fact, system parameters such as MEC-offloading delay and service switching cost are unobservable unless the service is selected/cached.

In this paper, we study this online service caching problem and our goal is to minimize users’ perceived latency. We seek efficient online caching algorithms which can optimally select a subset of services while at the same time, which can run at the MEC server without any collaboration with UEs or the cloud. This makes our mechanism easy to deploy, scalable and of low cost. To achieve this, we make the following assumptions: (1) tasks for the services arrive independently; (2) a task can only be offloaded to the MEC server if the required service is present; otherwise, it will be directed to the cloud; and (3) the network delay between UEs and the MEC server is negligible as compared to the delay between the MEC server and the cloud, which implies that the MEC-offloading delay for a task equals to the time it is performed at the MEC server, and the cloud computing delay is the time for the task being processed at cloud plus the time it takes for transmitting data and computation results. It follows that both of the two delays can be observed at the MEC server.

Let $K = \{1, 2, \ldots, K\}$ be the set of services in system, and assume they are of equal sizes. The MEC server can accommodate up to $L < K$ services. Time is divided into successive slots with equal length $T = \{1, 2, \ldots, T\}$. At each time slot $t$, we associate with each service $i \in K$ the following three quantities: (1) $\beta_i$, which is the arrival rate of tasks for service $i$ at time $t$; (2) $m_i$, which is the aggregate latency of tasks for service $i$ at time $t$ if they are computed at the MEC server, i.e., the MEC-offloading delay; and (3) $c_i'$, which is the aggregate latency of tasks for service $i$ at time $t$ if they are performed at cloud, i.e., the cloud computing delay. Note that depending on the caching state of service $i$, at an arbitrary time slot $t$ we can only observe $m_i$ or $c_i'$, but not both of them. However, we can always observe $\beta_i$ since all tasks from UEs are routed to the MEC server for potential offloading. Moreover, without loss of generality, we assume $\beta_i \in [0, 1]$, $m_i' \in [0, 1]$ and $c_i' \in [0, 1]$. Table 1 gives main notations used in this paper.

![Fig. 1. A Multi-Access Edge Computing system.](image-url)
the workload on cloud thus can be dramatically decreased. This at the service provider can expect from multi-access edge computing is that another constraint to the caching policy that the aggregate rate of tasks may violate the QoS constraint, especially when it has little information when we want to optimize users’ perceived latency, as doing this will not make too much differences.

2.2. Problem formulation

To address the online caching problem (1), we model it with a Constrained Multi-Armed Bandit (CMAB) formulation. More specifically, each service is regarded as an arm and caching a service is equivalent to pulling an arm. The set of arms thus can be written as \( \mathcal{K} = \{1, 2, \ldots, K\} \). For each arm \( i \in \mathcal{K} \), we associate it with three feedbacks: \( \{m_i^T \}_{i=1}^T \), \( \{c_i^T \}_{i=1}^T \) and \( \{b_i^T \}_{i=1}^T \). We assume that all these sequences are made of i.i.d. random variables.

Let \( m_i = \mathbb{E}[m_i^T] \), \( c_i = \mathbb{E}[c_i^T] \) and \( b_i = \mathbb{E}[b_i^T] \). Also denote \( m = (m_1, m_2, \ldots, m_K)^T \), \( c_i = (c_i^T, \ldots, c_i^T)^T \) and \( b = (b_1^T, b_2^T, \ldots, b_K^T)^T \). Let \( \mathcal{X} \) be the set of all valid caching decisions, i.e., \( \mathcal{X} = \{x \in [0, 1]^T| \forall x \leq L \} \).

When all these information are available, the best (and static) caching policy \( x^* \) can be put as:

\[
x^* = \text{argmin}_{x \in \mathcal{X}} \left( x^T m + (1-x)^T c \right)
\]

As we have mentioned above, the expectations and distributions of the three feedbacks are unknown beforehand, and therefore we have to learn and make decisions based on their estimates. At each time slot \( t \), an algorithm \( \pi \) makes caching decision \( \pi(x) \in \mathcal{X} \), and selects services \( \mathcal{L}(x) \subseteq \mathcal{K} \). It then observes \( \{m_i^T \}, \{b_i^T \} \) for each \( i \in \mathcal{L}(x) \), and \( \{c_i^T \} \) for each \( j \in \mathcal{K} \setminus \mathcal{L}(x) \). Our objective is to design an algorithm \( \pi \) to decide the caching set \( \mathcal{L}(x) \) for \( t = 1, 2, \ldots, T \) such that it achieves the minimal regret, i.e., the accumulated difference between the latency under \( \pi \) and that under the optimal policy \( x^* \), which is defined as:

\[
\text{Reg}_E(T) = \sum_{t=1}^{T} \left( \sum_{i \in \mathcal{L}(x)} m_i^T + \sum_{j \notin \mathcal{L}(x)} c_j^T \right) - T(x^T m + (1-x)^T c) \]

It is worthy noting that an algorithm \( \pi \) which achieves a low regret may violate the QoS constraint, especially when it has little information about services/arms. We define violation of the algorithm as the gap between the accumulated rate of tasks processed by the edge server and the target rate, as follows:

\[
V_{\text{io}}(T) = \sum_{t=1}^{T} \sum_{i \notin \mathcal{L}(x)} b_i^T
\]

where \( \|x\|^+ = \max\{x, 0\} \).

Both the regret and violation are important performance indexes and both should be taken into account when we design the algorithm. A small regret means the caching policy by the algorithm is close to the optimal one, and a small violation implies that the QoS requirement is well satisfied during the service caching process. In practice, an algorithm with sub-linear bounds on both regret and violation is considered acceptable and applicable.

3. CCB and its performance evaluation

In this section, we present our Constrained Confidence Bound (CCB) algorithm and its performance under simulation. The idea behind CCB is straightforward: (1) at each time slot \( t \) we can derive a valid caching policy through solving the optimization problem (1); and (2) although the system parameters are unknown at the time of decision, we can replace them by estimates. This should work well as long as the algorithm can provide us with good estimates, i.e., Lower/Upper Confidence Bound.
3.1. Algorithm

Denote by \( H_t = \{ L_t, m_i^t, c_i^t, \beta_i^t : i \in L_t, 1 \leq \tau \leq T \} \) be the history of caching decisions and the observed feedback up to time slot \( t \). CCB maintains the following empirical means for each arm \( i \in \mathcal{K} \) at each time \( t \):

\[
\hat{m}_i^t = \frac{\sum_{\tau < t \in L_t} m_i^\tau}{N_i^{LM} + 1} \quad (5)
\]

\[
\hat{c}_i^t = \frac{\sum_{\tau < t \in L_t} c_i^\tau}{N_i^{LC} + 1} \quad (6)
\]

\[
\hat{\beta}_i^t = \frac{\sum_{\tau < t \in L_t} \beta_i^\tau}{t} \quad (7)
\]

where \( N_i^{LM} \) and \( N_i^{LC} \) are the number of times arm \( i \) is selected and not selected before time \( t \), respectively. Obviously, \( N_i^{LM} + N_i^{LC} = t \).

Let \( R(\mu, n) = \sqrt{\frac{\ln n}{n}} + \zeta \) as in \([13]\) and \( \gamma \) is a positive constant. Define the following Lower Confidence Bound for \( m_i \) and \( c_i \) at each time \( t \):

\[
\hat{m}_i^t = \max\{0, \hat{m}_i^t - 2R(\hat{m}_i^t, N_i^{LM} + 1)\} \quad (8)
\]

\[
\hat{c}_i^t = \max\{0, \hat{c}_i^t - 2R(\hat{c}_i^t, N_i^{LC} + 1)\} \quad (9)
\]

and Upper Confidence Bound for \( \beta_i \):

\[
\hat{\beta}_i^t = \min\{1, \hat{\beta}_i^t + 2R(\hat{c}_i^t, t)\} \quad (10)
\]

Denote by \( \mathbf{m}_i = (\hat{m}_i^1, \hat{m}_i^2, \ldots, \hat{m}_i^T) \), \( \mathbf{c}_i = (\hat{c}_i^1, \hat{c}_i^2, \ldots, \hat{c}_i^T) \), and \( \mathbf{\beta}_i = (\hat{\beta}_i^1, \hat{\beta}_i^2, \ldots, \hat{\beta}_i^T) \). As depicted in Alg. 1, the input of CCB includes the arm set \( \mathcal{K} \), the server capacity \( L \), the QoS requirement \( h \), the time horizon \( T \), and \( \delta \in (0,1) \) which is a failure probability. CCB starts with \( \gamma \) set to 72ln \( \frac{2K}{\delta} \). It then solves problem (1) at each time \( t \) with the system parameters \( (m, c, \beta) \) being replaced by \( (\mathbf{m}_i, \mathbf{c}_i, \mathbf{\beta}_i) \) to get the selected arms \( L_i \). After that, it updates the upper/lower confidence bounds for each arm. The process repeats until time \( T \).

Procedure 1 Constrained Confidence Bound algorithm for Caching Services at the MEC server.

**Input:** \( \mathcal{K}, L, h, T, \delta \).

**Output:** Selected arms/services at each time slot;

1: \( \gamma = 72\ln \frac{2K}{\delta} \), \( \mathbf{m}^i = \mathbf{c}^i = \mathbf{\beta}^i = 0, N_i^{LM} = N_i^{LC} = 0, \forall i \in \mathcal{K} \).
2: for \( t = 1, 2, \ldots, T \) do
3: solve the following optimization problem:

\[
x^*) = \arg\min_{x \in \mathcal{K}, \mathbf{\beta}^i \geq h} x^2 + \sum_{\tau < t} \mathbf{\beta}^t \quad (11)
\]

4: Select arms \( L_i \) according to \( x^* \), and do the following updates for each arm \( i \in \mathcal{K} \):

\[
N_i^{LM+1} = \begin{cases} N_i^{LM} + 1, \forall i \in L_i, \\ N_i^{LM}, \forall i \notin \mathcal{K} \setminus L_i \end{cases} \quad (12)
\]

\[
N_i^{LC+1} = \begin{cases} N_i^{LC} + 1, \forall i \in \mathcal{K} \setminus L_i, \\ N_i^{LC}, \forall i \in L_i \end{cases} \quad (13)
\]

5: Based on the received feedback, calculate \( (\hat{m}_i^{t+1}, \hat{c}_i^{t+1}, \hat{\beta}_i^{t+1}) \) accordingly.

The following theorem holds for CCB:

**Theorem 3.1.** By running CCB, we have a probability at least \( 1 - \delta \) such that:

\[
\text{Reg}(T) = O(K - L) \sqrt{\frac{2K T}{\ln \frac{2K T}{\delta}}},
\]

\[
\text{Via}(T) = O(K \sqrt{\frac{2K T}{\ln \frac{2K T}{\delta}}}).
\]

**Proof.** See Appendix A. \( \square \)

**Remark.** CCB is based on Con-UCB \([14]\), but with the following differences: (1) Con-UCB is proposed to tackle the online decision problem where the objective function is a function of one parameter only (can be in the form of multi-level feedback), whereas CCB can be applied when there are two or more such parameters in the objective function; (2) In Con-UCB, all feedback are bandit feedback, i.e., observations can only be made if the arm is selected. On the other hand, CCB allows both bandit feedback and full feedback, i.e., \([\beta_i^t] \). Moreover, CCB allows feedback that are complementary, i.e., one parameter that can be observed if the arm is selected, and the other one be observed if the arm is not selected, but which cannot be simultaneously observed, i.e., \([m_i^t]/[c_i^t] \). These feedback need to be properly handled in the performance analysis. As a result, CCB is a generalization of Con-UCB.

3.2. Simulation results

We use simulations to investigate the performance of CCB, with both synthetic workload and real dataset. For synthetic workload, we assume the popularity of services follows a Zipf distribution with skewness parameter \( s \in [0.6, 0.8, 1.0] \). Task parameters are configured as follows: we divide task sizes into a set of intervals as \([0.1 \text{ MB}, 0.3 \text{ MB}], [0.3 \text{ MB}, 0.5 \text{ MB}], [0.5 \text{ MB}, 0.8 \text{ MB}], [0.8 \text{ MB}, 1 \text{ MB}], [1 \text{ MB}, 3 \text{ MB}], [3 \text{ MB}, 5 \text{ MB}], [5 \text{ MB}, 8 \text{ MB}], \) and \([8 \text{ MB}, 10 \text{ MB}] \) \([15,16]\). Note that these intervals are not of the same lengths. The task size of each service falls in one of these intervals that are randomly picked, and once fixed, the size of a task for the service is uniformly chosen from that interval. The computing intensity of tasks (in CPU cycles per bit) are drawn randomly from \([100, 200, 300, 400, 500]\) \([17]\), which represents certain amount of task heterogeneity and skewed workload distribution.

Meanwhile, we assume tasks arrive independently and the aggregate request rate for services is 100 req/sec. The network bandwidth between cloud and the MEC server is 5 Mbps \([18]\), and each service is allocated to 5.6 GHz and 2.8 GHz CPU resources from cloud and the MEC server, respectively. The time horizon is set as \( T = 100000 \), and the length of each slot is 100 s. Without otherwise specified, we set the number of services in system as \( K = 100 \) and that can be hosted at the MEC server as \( L = 10 \).

For performance evaluation, we adopt the following two algorithms as baselines: (1) Random-Caching: this is the algorithm that randomly picks \( L \) services to cache at the MEC server at each time slot; and (2) Top-Rate-Caching: this is the algorithm that alwayscache the top \( L \) most popular services, assuming that the knowledge of service popularity is given a priori.

Fig. 2 shows how each algorithm performs with different parameter settings in simulation. From these figures, we can see that: (1) as expected, in all cases Random-Caching performs worst as both the regret and violation grow linearly in time; (2) the Top-Rate-Caching, which is able to satisfy the QoS constraint consistently, also does not provide a satisfactory delay performance for the linearly growing regret (although it grows much more slowly than Random-Caching). This implies that in general, the top \( L \) most popular services does not coincide with the set of services that provides the most caching gain. The reason is that workload distribution can be inconsistent with service popularity distribution, as we configured in simulation; and (3) CCB gives the best performance among the three algorithms, in that both the regret and violation grow sub-linearly as time elapses. Moreover, it can be observed that CCB behaves exactly the same way as Random-Caching at the very beginning (i.e., \( t < 20000 \)), for the fact that during this period not enough samples are collected for services and as a result, CCB is not able to differentiate them but have to randomly pick services. After that period, CCB gradually identifies/learns the optimal services and the regret grows sub-linearly then.

Fig. 3 shows the performance of each algorithm in trace-driven simulation. We adopt a dataset from \([19]\), which contains packet inter-arrival times from 5 applications generated by 36 wireless devices. The
wireless traces are used to generate workload, where each packet is regarded as a request and each <device, application> as a service. In this way, we get workload for 94 services in total. Meanwhile, to have enough data for simulation, we stretch time axis in each trace by 1000 (so a millisecond becomes a second). Here, since the optimal set of services is not known, we give the cumulative latency instead of regret. Again, we can see that CCB outperforms the two baselines whose latency and violation keep growing linearly all the time, whereas CCB slows down the growth, i.e., when \( t > 40000 \).

All in all, we believe that CCB serves as a good solution to online caching problem if our goal is more about the long-term system performance. In the next section, we will present an algorithm that converges much faster, which at the same time, grows much slower in both regret and violation than CCB.

4. Service switch-aware online caching

In Section 3, we formulate the online caching problem and propose CCB, without taking into account service switching cost. According to the current technology, services are often hosted by VMs or containers, whose image (e.g., data, code) needs to be fetched and then loaded into system before the service is available. Note that during this period of time, tasks for the service will not be performed at the MEC server, but instead they have to be directed to the cloud for remote execution. The cost of service switches raises two new problems for online caching algorithms, if they were designed without properly considering it: (1) biased/inaccurate estimate of parameters, in particular, the MEC-offloading delay; and (2) system performance degradation due to frequent service switches. Take CCB for example, Fig. 4 shows its performance when there is no switching cost VS. there is cost, where in the latter scenario we set the time to load a new service as 20 s. It is evident that in call cases, the performance of CCB decreases due to service switches, i.e., the regret grows faster and it takes more time to converge. These results suggest that in practice, we need online caching algorithms that can properly handle the service switching cost.

4.1. Problem formulation

With service switching cost, the MEC-offloading delay for each service depends on whether the service is cached or not in the previous time slot, i.e., the caching state. Accordingly, at each time slot \( t \) we can divide services into 4 categories:

- type 00 — this is the set of services not cached at time \( t \) and will also be absent at \( t + 1 \);
- type 01 — this is the set of services not cached at \( t \) but will be cached at \( t + 1 \);
- type 10 — this is the set of services cached at \( t \) but will be absent at \( t + 1 \);
- type 11 — this is the set of services cached at both time \( t \) and \( t + 1 \).

Fig. 2. Performance of CCB and the two baseline algorithms under different system settings.
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\[ \mathbf{x}^{t} = \arg\min_{\mathbf{x}^{t} \in \mathbf{x}^{t-1} \mathbf{x}^{t'}, \beta > 0} \sum_{i=1}^{T} x_i^{t-1} x_i^{t'} m_i^{t't'} + (1-x_i^{t-1}) x_i^{t'} m_i^{t't'} + (1-x_i^{t'}) c_i^{t'} \]

where \( m_i^{t'} \) and \( m_i^{t't'} \) are LCBs of \( m_i^{t'} \) and \( m_i^{t't'} \), respectively. This approach, although straightforward, is greedy in nature, and far from optimal as shown in Fig. 5, where we can see that the performance of the algorithm is identical or even worse (see Fig. 5(b)) than CCB.

4.2. Explore-first algorithm

The first algorithm we propose to deal with service switches is Explore-First (EF). To start with, let us re-examine the online caching problem. We make the following observations: (1) Our goal is to minimize the user-perceived latency, that is, to cache the \( L \) services with the largest delay savings (under the given constraint), i.e., the gap between MEC-offloading delay and cloud computing delay; and (2) The optimal policy is:

\[ \mathbf{x}^{*} = \arg\min_{\mathbf{x}} \mathbf{x}^T \mathbf{m}_{11} + (1-\mathbf{x})^T \mathbf{c} \]  

Note that both do not involve the switching cost. It follows that if we can estimate \( \mathbf{m}_{11} \), \( \mathbf{c} \) and \( \beta \) accurately based on feedback, then we can always find a good solution. Meanwhile, since service switching cost is incurred only when we explore new services, and multiple services needs to be selected at each time slot, we need an efficient sampling scheme with the following properties: (1) low cost (\( \ll C_L \)); (2) The optimal policy is:

\[ \mathbf{x}^{*} = \arg\min_{\mathbf{x}} \mathbf{x}^T \mathbf{m}_{11} + (1-\mathbf{x})^T \mathbf{c} \]  

Note that both do not involve the switching cost. It follows that if we can estimate \( \mathbf{m}_{11} \), \( \mathbf{c} \) and \( \beta \) accurately based on feedback, then we can always find a good solution. Meanwhile, since service switching cost is incurred only when we explore new services, and multiple services needs to be selected at each time slot, we need an efficient sampling scheme with the following properties: (1) low cost (\( \ll C_L \)); (2) arms/services are sampled uniformly, so as to simplify the algorithm design and its performance analysis; and (3) the frequency of service switches are well controlled so that we can avoid too much switching cost.

Our Explore-First algorithm is based on a novel sampling scheme with the above properties. We use segment as the basic unit to sample a given set of services, where each segment contains multiple rounds, and each round consists of two successive time slots. The structure of a segment is depicted in Fig. 6. We discriminate two scenarios according to whether the number of services to sample \( S \) can be divided by \( L \):

- \( S \mod L = 0 \). In this case, whenever a new round begins, we select \( L \) new services (at the first time slot), and keep hosting these services at the second time slot, as shown in Fig. 6(a). To sample all the services, each segment contains \( S/L \) rounds, and \( 2S/L \) time slots in total.
Fig. 5. Performance comparison between CCB and the greedy algorithm when there is service switching cost.

(a) $s = 0.8, h = 0.2, \delta = 0.02$

(b) $s = 0.6, h = 0.3, \delta = 0.05$

(c) $s = 1.0, h = 0.2, \delta = 0.03, K = 80, L = 6$

**Fig. 6. A segment used to sample $S$ services.**

- **(a) $S \mod L = 0$**
  - $1 \to 1$
  - $2 \to 2$
  - $3 \to 3$
  - $\ldots$
  - $L \to L$

- **(b) $S \mod L \neq 0$**
  - $1 \mod S \to 1 \mod S$
  - $2 \mod S \to 2 \mod S$
  - $3 \mod S \to 3 \mod S$
  - $\ldots$
  - $i \times L \mod S \to i \times L \mod S$

The idea behind Explore-First (EF) is simple: we explore services uniformly with the above sampling scheme, and pick an empirically best arm set for exploitation, regardless of what has been observed previously. More specifically, we divide the time horizon $T$ into two phases, **exploration phase** and **exploitation phase**, as shown in Fig. 7(a).

The exploration phase consists of $N$ successive segments, where each segment is used to sample the ground set of services $\mathcal{S}$. The exploitation phase follows which consists of remaining time slots that always

\[ n(i) = 2S_a/L. \] (19)

where we set $\alpha = 1$ when $S \mod L = 0$. $n(i, M)$ and $n(i, C)$ denote the number of times service $i$ is hosted at the MEC server (without switching cost) or it is played at cloud, in each segment, respectively, and $n(i)$ denotes the number of times $i$ is requested.

It can be easily verified that with this sampling scheme, each service is sampled at the same rate, i.e., for both two scenarios we have:

\[ n(i, M) = \alpha \] (17)

\[ n(i, C) = 2\left(\frac{S_a}{L} - \alpha\right) \] (18)
play the empirically best arm set, derived by solving the optimization problem 20.

**Procedure 2** Explore-First algorithm for Caching Services at the MEC server.

**Input:** $\mathcal{K}$, $L$, $h$, $T$;  
**Output:** Selected arms/services at each time slot;  
1: Exploration phase: Sample the set of arms $\mathcal{K}$ with $N$ segments.  
2: Select the arm set $\mathcal{L}(x')$ by solving the following optimization problem:

$$x^* = \text{argmin}_{x \in \mathcal{F}, \text{UCB}(x')}. \frac{x^T m_{11} + (1-x)^T c}{x \in \mathcal{F}, \text{UCB}(x')} \quad (20)$$

3: Exploitation phase: Play $\mathcal{L}(x')$ in all remaining time slots.

As show in Alg. 2, here $N$ is a parameter chosen to minimize the regret. It is a function of the time horizon $T$, the number of arms $K$ and $L$. In Appendix B, we will show how to properly set it.

We define the following regret for performance evaluation:

$$\text{Reg}_e(T) =: \sum_{t=1}^{T} \mathbb{E} \left[ \sum_{i \in \mathcal{L}(x_t)} m_{11} + \sum_{j \in \mathcal{K} \setminus \mathcal{L}(x_t)} c_j \right] - T \left( x^T \mathbf{m}_{11} + (1-x)^T \mathbf{c} \right)$$

Note that this definition is different from (3) as it uses the expected latencies whereas realized latencies are adopted in (3). The definition of violation remains unchanged as (4).

**Theorem 4.1.** By running Explore-First, we have the following bounds on regret and violation:

$$\text{Reg}(T) = O \left( \frac{K^4}{L} \frac{1}{T} \frac{1}{(\ln T)^{\frac{3}{2}}} \right).$$

$$\text{Vio}(T) = O \left( \frac{K^4}{L} \frac{1}{T} \frac{1}{(\ln T)^{\frac{3}{2}}} \right).$$

**Proof.** See Appendix B. □

### 4.3. Successive elimination-based algorithm

Explore-First is able to identify the optimal set of services precisely given sufficient samples, however, the performance in the exploration phase may be poor, especially when most of the arms have a large gap compared with the optimal one. Here we present another caching algorithm, called Successive Elimination-based (SE) caching, that can significantly decrease the sampling cost while at the same time, improve the bound on both regret and violation.

The main idea behind SE is as follows: (1) we divide the time horizon $T$ into two phases: exploration/elimination phase and exploitation phase, as shown in Fig. 7(b). The exploration/elimination phase consists of successive segments, where each segment is used to sample a given set of (active) arms; (2) In the end of each segment, one or more arms may be deactivated according to the elimination rule; and (3) The elimination phase completes when there is no more arms to be deleted, and the exploitation phase follows which keeps playing the remaining arms.

More specifically, SE maintains the following quantities (LCB/UCB) for each service $i$ at time $t$:

$$\text{UCB}_i(m_{11}) = m_{11} + \sqrt{2 \ln T / \hat{n}_i(t, \mathcal{M})} \quad (22)$$

$$\text{LCB}_i(m_{11}) = m_{11} - \sqrt{2 \ln T / \hat{n}_i(t, \mathcal{M})} \quad (23)$$

$$\text{LCB}_i(c) = \hat{c}_i - \sqrt{2 \ln T / \hat{n}_i(t, \mathcal{C})} \quad (24)$$

where $\hat{n}_i(t, \mathcal{M})$ denotes the number of times service $i$ of type 11 is played, and $\hat{n}_i(t, \mathcal{C})$ denotes the number of times $i$ is absent before $t$. $m_{11}$ and $\hat{c}_i$ denote the aggregate latency when tasks of service $i$ are computed at the MEC server (without switching cost) and the cloud, respectively.

Let $S_i$ be the set of arms remaining active at time $t$. SE deactivates arms according to the following rules:

**Rule 1:** At the end of each segment (assuming at time $t$), identify the set of arms $\mathcal{A}$ such that arm $i \in \mathcal{A}$ if we can find some other arm $j \in S_i$ with $\text{UCB}_i(c) - \text{LCB}_j(m_{11}) < \text{LCB}_j(c) - \text{UCB}_j(m_{11})$.

**Rule 2:** Solve the following optimization problem for $S_i$:

$$x^* = \text{argmin}_{x \in \mathcal{F}, \text{UCB}(x')} \frac{x^T \text{UCB}_i(m_{11}) + (1-x)^T \text{UCB}_i(c)}{x \in \mathcal{F}, \text{UCB}(x')} \quad (25)$$

Denote by $\mathcal{L}(x')$ the set of selected arms, obtain the set $B = S_i \setminus \mathcal{L}(x')$.

**Rule 3:** Deactivate from $S_i$ the arms in both $\mathcal{A}$ and $B$.

Note that rule 1 is used to identify arms with small contribution, i.e., these arms are likely not the optimal ones. Rule 2 is used to identify arms that are not optimal with high confidence, where the QoS constraint has been properly taken into account. Therefore, the intersection of the two sets gives us arms that can be deactivated with high confidence. One can image that during the very first few segments $\mathcal{A} = \emptyset$ and $B$ is a random set, since not enough samples are collected and the algorithm is not able to differentiate arms. As time elapses, $\mathcal{A}$ becomes larger and $B$ becomes more accurate. Once an arm is in $\mathcal{A} \cup B$, we are highly confident that it does not belong to the optimal set and thus can be eliminated. Moreover, the active set becomes smaller as time elapses since more and more arms are deactivated, which significantly decreases the sampling cost. See Alg. 3 for more details.

**Procedure 3** Successive Elimination-based Algorithm for Caching Services at the MEC server.

**Input:** $\mathcal{K}$, $L$, $h$, $T$;  
**Output:** Selected arms/services at each time slot;  
1: $t = 1; S = \mathcal{K}; \# S$ is the set of active arms;  
2: for $t \leq T$ do  
3: Sample $S$ with a segment.  
4: if $|S| > L$ then  
5: $A = \emptyset; \# A$ denotes set of arms to be potentially deactivated;  
6: for $i \in S$ do  
7: if $3j \in S$ such that $\text{UCB}_i(c) - \text{LCB}_j(m_{11}) < \text{LCB}_j(c) - \text{UCB}_j(m_{11})$ then  
8: $A = A \cup \{i\}$;  
9: Solve the following optimization problem for $S$ and denote the selected arms as $\mathcal{L}(x')$:

$$x^* = \text{argmin}_{x \in \mathcal{F}, \text{UCB}(x')} \frac{x^T \text{UCB}_i(m_{11}) + (1-x)^T \text{UCB}_i(c)}{x \in \mathcal{F}, \text{UCB}(x')} \quad (26)$$

10: Deactivate arms in both $\mathcal{A}$ and $S \setminus \mathcal{L}(x')$:

$$S = S \setminus (\mathcal{A} \cup (S \setminus \mathcal{L}(x'))) \quad (27)$$

**Theorem 4.2.** Let $t$ be the time slot that the elimination phase completes, by running SE we have the following bounds on regret and violation:

$$\text{Reg}(T) \leq O(\sqrt{KT / \ln T})$$

$$\text{Vio}(T) \leq O(t \sqrt{KT / \ln T})$$

**Proof.** See Appendix C. □

**Theorem 4.2** gives an instance-dependent upper bound on regret by SE since $t$ is a function of parameter distributions, i.e., $\{m_{11}, c, \hat{c}_i\}$. On the other hand, it is well known that UCB-like algorithms achieve an instance-independent upper bound on the order of $O(\sqrt{KT \ln T})$ for multi-armed bandit problems. We argue that there is no conflict in that the two bounds are of the same order, as stated in the following lemma.
Lemma 4.1. SE achieves regret:
\[ R(T) \leq O(\sqrt{KL T \ln T}) \]

Proof. See Appendix D. □

4.4. Simulation results

4.4.1. Performance over baselines

Fig. 8 gives performance of EF, SE and other algorithms when there is switching cost. Again, we see the time to load a new service as 20 s. From the figure, we can see that in all cases: (1) both EF and SE can accurately identify the optimal set of services as their regret and violation keep non-increasing after convergence; on the other hand, CCB exhibits a sub-linear growth in regret; (2) among the two proposed algorithms, SE converges much faster, i.e., less than 8000 time slots are needed for it to get stable whereas it takes more than 30 000 slots for EF. Moreover, we find that SE are far more computationally cost-effective than CCB and EF as it requires less than 10 min to run each simulation on our machine (2 × 2.2 GHz CPU, 8 GB Memory), whereas it takes approximately 30 min for EF and even 2 h for CCB (note that CCB requires solving the optimization problem at each time slot).

Fig. 9 gives performance of the corresponding algorithms in trace-driven simulation. As expected, we observe that both SE and EF outperform the baselines and the conclusions are consistent. Moreover, it is interesting to find that EF and SE have approximately the same convergence time under the real workload, which suggests that in practice one can adopt either of them for online service caching.

Remark. Here we further compare and analyze the advantages and application scenarios of the two algorithms. As we mentioned above, EF works by first sampling services uniformly at the same rate (with our novel sampling scheme), and then makes caching decisions based on estimates of the relevant parameters of services. It then keeps caching the same empirically optimal set of services in the exploitation phase. Obviously, this algorithm does not adapt its exploration scheduler to the history of the observed rewards. Moreover, in order to have a good performance, usually a large number of time slots is dedicated to the exploration phase, which incurs a high sampling cost. These together leads to the fact that this algorithm is particularly useful when the time horizon \( T \) is large and the system is stable. On the other hand, SE-based caching works by successively eliminating non-optimal services during the sampling process, and therefore it satisfies the so called adaptive exploration and incurs much lower sampling cost, i.e., fewer time slots are needed in the exploration/elimination phase. In other words, this algorithm converges significantly faster and achieves much better regret bounds. Based on the above reasoning, we conclude that SE-based caching is particularly suitable when the underlying system is non-stable such as a real edge computing system, where in that case both the convergence speed/rate and accuracy are important, i.e., we can divide time horizon \( T \) into multiple phases, and restart the caching algorithm when a new phase starts, so as to quickly adapt to the dynamics of the system.

4.4.2. Performance comparison with SoA

It is interesting to see the performance of our proposed schemes against existing online algorithms. To this end, we compare CCB with the recently proposed potential-based algorithm [20], which is a lightweight but very efficient algorithm for online content caching. Here, we model the edge-cloud system as a cache network with two nodes, where the edge server is considered as a cache node with limited storage capacity, and the cloud as a server that permanently holds all the content in system. Moreover, each service is regarded as a content, and each request for a service as a request for a content. We characterize each request for a service as a tuple \((i, r^m_i, r^c_i)\), where \( i \) is the service requested, \( r^m_i \) and \( r^c_i \) (both are stochastic) denotes the MEC-offloading delay and cloud-computing delay, respectively. The MEC server maintains a quantity \( Q_i \) called potential for each service \( i \), together with the empirical means for MEC-offloading delay \( T^m_i \) and cloud-computing delay \( T^c_i \) for each service \( i \). Note that these quantities are initialized zero and updated whenever a new request arrives.
Fig. 8. Performance of EF, SE and baseline algorithms when there is service switching cost.

(c) $s = 1.0, h = 0.2, \delta = 0.03, K = 80, L = 6$

Fig. 9. Performance of SE, EF and other algorithms in trace-driven simulation with switching cost: $L = 10, h = 0.2, \delta = 0.01$. 

(a) Cumulative Latency  
(b) Cumulative Violation
At the very beginning, there is no services cached at the MEC server. Service caching is then performed according to the following rules:

**Rule 1:** if a request \((i,r_i^m,r_i^c)\) arrives at the MEC server, \(Q_i\) is updated as follows:
\[
Q_i = Q_i + T_i^c - T_i^m
\]

If \(i\) is cached, then:
\[
T_i^m = \frac{T_i^m \times N_i^m + r_i^m}{N_i^m + 1}, \quad N_i^m = N_i^m + 1
\]
else:
\[
T_i^c = \frac{T_i^c \times N_i^c + r_i^c}{N_i^c + 1}, \quad N_i^c = N_i^c + 1
\]

where \(N_i^m\) and \(N_i^c\) denotes the number of times service \(i\) is requested when it is cached at the MEC server and when it is absent, respectively.

**Rule 2:** if a response to request \((i,r_i^m,r_i^c)\) from the remote cloud arrives at the MEC server and there is no room for hosting service \(i\) if it is absent, then the MEC server calculates the caching probability \(y_i\) for \(i\) based on \(Q_i\):
\[
y_i = \frac{Q_i}{Q_i + \sum_{j \in S_i} Q_j}
\]
where \(S_i\) is the set of services cached at the MEC server. If the decision is to cache \(i\), then the service \(j\) with the least potential, i.e., \(j = \text{argmin}_{i \in S_i} Q_i\), is evicted.

It can be seen from the above two rules that the potential-based caching algorithm aims at minimizing the aggregate latency for accessing the services in system. The following figures show its performance and our proposed mechanism CCB, when there is no service switch cost and when there is cost. From Fig. 10 we can see that the potential-based algorithm performs exceptionally well when there is no service switch cost, i.e., cumulative regret grows very slowly (although still linear) and the offloading rate constraint can always be satisfied. However, as depicted in Fig. 11, its performance gets poor when there is switch cost, as both the regret and violation grow linearly as time elapses. After a deep investigation, we find that this phenomenon is due to the frequent service switches incurred during the caching process by the potential-based algorithm. Based on this observation, we conclude here that any caching algorithm could perform poorly when there is service switch cost, if this cost is not taken into account when we design the algorithm.

5. Related work

The service placement problem (SPP) in Edge/Fog computing is essentially to find the available resources (nodes, links) in the network so as to optimize certain objectives (delay, energy consumption, etc.) while at the same time satisfy application requirements, resource constraints, locality constraints, etc. It has been a hot topic [21–23] in the past few years, and many approaches have emerged.

Existing solutions can be categorized into centralized [24,25] and distributed [26–28], based on the control plane design. A centralized algorithm assumes that the global information such as application demands and infrastructure resources are available, and computes a globally optimal solution. For example, Hong et al. [25] propose that a coordinator makes deployment decisions for IoT services over the fog infrastructure. The drawback of the centralized solution is that global information is generally hard to collect and the computational cost may be excessively high. On the other hand, a distributed approach relies on the local computation of each node and their collaboration to address the scalability and locality awareness issues. This approach is able to provide services that fit the local context, but generally speaking, it cannot guarantee global optimality of the solution.

The service placement problem can be addressed in an offline [29, 30] and online fashion [31,32]. The offline approach requires that all the information about the system and workload are given a priori before the placement decision is computed. That is, the placement decision is made at the compile time before deployment. Examples include [29,30] that assume full knowledge of the Edge/Fog network. On the other hand, recently proposed approaches [33–35] are mainly online that the placement decisions are made during the run-time of the systems. To provide satisfactory performance, the online algorithms have to take into account the dynamic behaviors of the system. The advantage of this approach is that it is more adaptive and responsive to changes. However, it remains a challenge as how to make the best use of the system resources.

Based on whether the dynamicity of the system is handled or not, existing placement solutions can also be classified as static and dynamic [36,37]. The static approach usually assumes that the Edge/Fog infrastructure and application characteristics remain unchanged as time elapses, which is not realistic. In fact, both the two aspects are highly time-evolving as new nodes can join and leave the system due to instability of the network, the resources available can change over time based on real-life condition, and the workload varies when users’ interest changes. The dynamic approaches [38,39] employ reactive strategies to deal with the dynamic nature of the infrastructure and application, in a way that new services may be deployed and existing services may be replaced/released whenever significant change is observed.

Alternatively, one can also characterize existing SPP solutions based on various aspects such as: (1) whether the mobility prediction is exploited or not for mobility and popularity caching [40,41], (2) user-centric cooperative edge caching [42,43] or network-centric non-cooperative caching, (3) intelligent handover predictions for the edge [44] and various other recent AI-based approaches like adopted reinforcement learning [45,46], (4) price congestion schemes for caching [47,48], and (5) DP for orchestration from an SDN perspective [49, 50] and so forth.

Obviously, our algorithms belong to the category of dynamic and online solutions. The work that most close to ours is [51], where the authors address user-managed service placement problem, while in this
work we address the problem from the network-side (that is, the network operators make the caching decisions instead of users). Moreover, they adopt a contextual MAB framework with a Thompson-sampling scheme for online learning, whereas we employ a Constrained-MAB framework with a novel sampling scheme that we propose to efficiently explore system dynamics.

6. Conclusion and future work

In this paper, we study the online service caching problem for a multi-access edge computing system, with the goal to minimize users’ perceived latency. We formulate it as a Constrained Multi-Armed Bandits (CMAB) optimization problem, and propose three efficient algorithms — CCB, EF and SE. We show that CCB can well balance the objective and QoS constraint, whereas EF and SE can effectively learn the optimal solution when there is service switching cost. We theoretically analyze their performance by giving the bound on regret and violation, and conduct extensive simulations to validate their efficacy. Our experimental results show that these algorithms outperform baselines.

There are several interesting issues for exploration. Below we give some possible directions that we believe are important and worthy of further investigation.

(1) State-dependent CMAB formulation. We have shown that when there is service switching cost, the MEC-offloading delay depends on whether the service is cached or not, i.e., the caching state. Now if we treat each service of a particular type as an arm, then we get a state-dependent CMAB problem formulation, where the action available in the next time slot also depends on the current state of the system. It is still an open problem as how to design efficient algorithms for this type of CMAB problem, especially when the state space is huge.

(2) Heterogeneous services. We assume that the MEC server can host $L$ services at most. This means all the services are of equal sizes. Given the limited resources of the MEC server, if services are heterogeneous in storage or memory, then at any time slot $t$ the number of services hosted by the MEC server can be different, depending on the arms selected. This is quite different from the problem we considered in this paper. One way to handle heterogeneous services is to model the problem with Combinatorial Bandits with Knapsack Constraints (CBwK), which combines Combinatorial Bandits where a subset of arms needs to be pulled at each round, and Bandits with Knapsack Constraints where a super-arm needs to be pulled at each round but within a budget constraint. However, CBwK is not readily applicable since in addition to the knapsack constraint, we also need to ensure that the rate of tasks processed by the MEC server is no less than a preset threshold. This novel QoS constraint, however, poses significant challenges for both the design and performance analysis of efficient algorithms.

(3) Multiple instances for each service. We assume in this work that exactly one instance (e.g., VM) for each service can be hosted at the MEC server, whereas in practice there can be multiple instances, i.e., for adequate computing power or load balancing. This raises another question as how to determine the necessary number of VMs for each service, and then design efficient online learning algorithms for service caching. One possible solution is to extend the current model, i.e., by regarding each service with a particular number of instances as an arm. The key challenges here are: (1) the set of arms/actions would be huge; and (2) instead of selecting $L$ services each time, the server capacity is now expressed as a new constraint, which further complicates the online service caching problem.

(4) Online service caching for MEC-based networks. There is a trend that multiple edge servers work collaboratively to form a shard resource pool [52–54], so as to provide reliable and elastic edge computing services. This, on one hand, provides us opportunity to leverage the power of the network for better exploration and exploitation. On the other hand, it also raises significant challenges to design online learning algorithms for the network, since MEC servers may be heterogeneous in computing power, user bases, network condition, etc. Given that there is a flurry studies on Multi-agent MAB (MA-MAB) [55–57], to the best of our knowledge, it is still unclear as how to formulate and solve the problem that we concern here, i.e., Multi-agent MAB with multiple constraints. We believe that the problem itself is interesting in the area of MAB and deserves further study.
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Appendix A. Proof of Theorem 3.1

We rely on the following lemmas to prove the theorem.

Lemma A.1 (Azuma-Hoeffding Inequality [58]). Suppose \( \{Y_n : n = 0, 1, 2, 3, \ldots \} \) is a martingale and \( |Y_n - Y_{n-1}| \leq c_n \) almost surely, then with probability at least \( 1 - 2e^{-\frac{c_n^2}{4}} \), we have:

\[ |Y_n - Y_0| \leq d. \]

Lemma A.2 ([59,60]). Consider \( n \) i.i.d random variables \( Z_1, Z_2, \ldots, Z_n \) in \([0,1]\) with expectation \( z \). Let \( u \) denote their empirical average. Then for any \( \gamma > 0 \), with probability at least \( 1 - 2e^{-\frac{\gamma^2}{U_n^2}} \) we have:

\[ |u - z| \leq R(u,n), \]

where \( R(u,n) = \sqrt{\frac{2\gamma}{n}} + \frac{2}{\sqrt{n}}. \)

The following lemma is a corollary of Lemma A.2.

Lemma A.3 ([14]). Let the empirical means \( \hat{m}_i', \hat{c}_i \) and \( \hat{\beta}_i \) be defined as (5) (6) (7). Then for all \( i \) and \( t \), with probability at least \( 1 - 2e^{-\frac{\gamma^2}{U_n^2}} \) we have:

\[
|\hat{m}_i' - m_i| \leq 2R(\hat{m}_i', N_{i,M}^t + 1) \quad \text{(32)}
\]

\[
|\hat{c}_i' - c_i| \leq 2R(\hat{c}_i', N_{i,C}^t + 1) \quad \text{(33)}
\]

\[
|\hat{\beta}_i' - \beta_i| \leq 2R(\hat{\beta}_i', t) \quad \text{(34)}
\]

where \( \gamma \geq 1 \).

Proof of Lemma A.3. For every \( i \) and \( t \), applying Lemma A.2, we have with probability at least \( 1 - 2e^{-\frac{\gamma^2}{U_n^2}} \):

\[
|\hat{m}_i' - m_i| \leq R(\hat{m}_i', N_{i,M}^t + 1) \quad \text{(35)}
\]

\[
|\hat{c}_i' - c_i| \leq R(\hat{c}_i', N_{i,C}^t + 1) \quad \text{(36)}
\]

\[
|\hat{\beta}_i' - \beta_i| \leq R(\hat{\beta}_i', t) \quad \text{(37)}
\]

Proof of Lemma A.4. Denote by \( Q_i' \) be the event such that \( |\hat{m}_i' - m_i| > 2R(\hat{m}_i', N_{i,M}^t + 1) \), and \( \tilde{Q}_i' \) be its complement. Let \( \gamma = 72 \ln \frac{2K\tau}{T} \), obviously \( r \geq 1 \).

From Lemma A.3 we have:

\[ Pr\{Q_i'\} < \frac{\delta}{KT} \]

taking a union bound,

\[ Pr\{\cup_i Q_i'\} \leq \sum_{i=1}^{K} Pr\{Q_i'\} < \delta \]

therefore,

\[ Pr\{\cap_i \tilde{Q}_i'\} = 1 - Pr\{\cup_i Q_i'\} > 1 - \delta \]

The above inequality states that for all \( i \) and \( t \), at probability at least \( 1 - \delta \) we have:

\[ |\hat{m}_i' - m_i| \leq 2R(\hat{m}_i', N_{i,M}^t + 1) \quad \text{(40)} \]

It follows that at probability at least \( 1 - \delta \),

\[ m_i > \hat{m}_i' - 2R(\hat{m}_i', N_{i,M}^t + 1) = \hat{m}_i' \]

(36) and (37) can be proved in the same way.

To prove (38), define two series of random variables:

\[ Z_i = \sum_{t=1}^{T} m_i' - m_i, \quad Y_i = \sum_{t=1}^{T} Z_i \]

It can be seen that \( \{Y_i\} \) is a sequence of independent variables, and

\[ \mathbb{E}[Z_i|H_{i-1}] = \mathbb{E}[Z_i|Y_{i-1}] = 0 \]

where \( H_{i-1} = \{Y_1, Y_2, \ldots, Y_{i-1}\} \) is the historical information up to time \( i - 1 \). \( \{Y_i\} \) is a martingale since

\[ \mathbb{E}[Y_{i+1}|Y_i, \ldots, Y_1] = \mathbb{E}[Y_{i+1}|Y_i, \ldots, Y_1] + \mathbb{E}[Z_{i+1}|Y_i, \ldots, Y_1] 
\]

\[ = Y_i + \mathbb{E}[Z_{i+1}] = Y_i + 0 = Y_i \]

Moreover, \( |Y_i - Y_{i-1}| = |Z_i| \leq L \). Let \( d = L\sqrt{\frac{2\ln\frac{2}{\delta}}{T}} \), according to Lemma A.1, we know that with probability at least \( 1 - \delta \):

\[ \left| \sum_{i=1}^{K} \sum_{t=1}^{T} m_i' - m_i \right| \leq L\sqrt{\frac{2\ln\frac{2}{\delta}}{T}} \quad \text{(41)} \]

On the other hand, for all \( i \in \mathcal{L} \), and \( t \leq T \), we get

\[ |\hat{m}_i' - m_i| = |\hat{m}_i' - \hat{m}_i + \hat{m}_i - m_i| \]

\[ \leq |\hat{m}_i' - \hat{m}_i| + |\hat{m}_i - m_i| \]

\[ \leq 2R(\hat{m}_i', N_{i,M}^t + 1) + 2R(\hat{m}_i', N_{i,M}^t + 1) \]

\[ = 4R(\hat{m}_i', N_{i,M}^t + 1) \]

where the third inequality is due to (40).

Let \( \tau(i,n) \) be the time slot that arm \( i \) is played for the \( n \)th time, we have

\[ \left| \sum_{i=1}^{K} \sum_{n=\tau(i,n)}^{\tau(i,n)+1} (\hat{m}_i' - m_i) \right| \leq \sum_{i=1}^{K} \sum_{n=\tau(i,n)}^{\tau(i,n)+1} 4R(\hat{m}_i', N_{i,M}^t + 1) \]

\[ = \sum_{i=1}^{K} N_{i,M}^{\tau(i,n)+1} \sum_{n=\tau(i,n)}^{\tau(i,n)+1} 4R(\hat{m}_i', N_{i,M}^t + 1) \]

\[ = \sum_{i=1}^{K} N_{i,M}^{\tau(i,n)+1} \left( \sqrt{\frac{2\gamma}{n}} + \frac{2}{\sqrt{n}} \right) \]

\[ \leq \sum_{i=1}^{K} N_{i,M}^{\tau(i,n)+1} \left( \frac{\sqrt{\gamma} + \frac{2}{\sqrt{n}}}{n} \right) \]

Note that when \( n \) is large enough,

\[ 1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{n} \rightarrow \ln n + C \]
and for all $n \geq 1$ it can be proved that

$$1 + \frac{1}{\sqrt{2}} + \frac{1}{\sqrt{3}} + \cdots + \frac{1}{\sqrt{n}} \leq 2\sqrt{n}$$

Therefore,

$$\sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(\rho_i^2 - m_i) \leq \sum_{i=1}^{K} \sum_{\rho \in \mathcal{L}} a(\sqrt{\frac{2}{n}} + \frac{y}{n})$$

$$= O(K \sqrt{\sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}} (\rho_i^2 + \gamma \ln N_{T+1}^i)})$$

$$= O(K \sqrt{\sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}} (\rho_i^2 + \gamma \ln N_{T+1}^i)})$$

$$= O(\sqrt{K} \sum_{i=1}^{K} \sum_{\rho \in \mathcal{L}} (\rho_i^2 + \gamma \ln N_{T+1}^i) \leq \gamma + \gamma \ln \left(\prod_{i=1}^{K} N_{T+1}^i\right)^K$$

$$\leq O(\sqrt{K} \sum_{i=1}^{K} \sum_{\rho \in \mathcal{L}} (\rho_i^2 + \gamma \ln N_{T+1}^i) \leq \gamma + \gamma \ln \left(\prod_{i=1}^{K} N_{T+1}^i\right)^K$$

$$= O(\sqrt{K} \sum_{i=1}^{K} \sum_{\rho \in \mathcal{L}} (\rho_i^2 + \gamma \ln N_{T+1}^i) \leq \gamma + \gamma \ln \left(\prod_{i=1}^{K} N_{T+1}^i\right)^K$$

$$\leq 2T \ln \frac{n}{\delta} + O(\sqrt{K} \sum_{i=1}^{K} \sum_{\rho \in \mathcal{L}} (\rho_i^2 + \gamma \ln N_{T+1}^i) \leq \gamma + \gamma \ln \left(\prod_{i=1}^{K} N_{T+1}^i\right)^K$$

$$= O(\sqrt{K} \sum_{i=1}^{K} \sum_{\rho \in \mathcal{L}} (\rho_i^2 + \gamma \ln N_{T+1}^i) \leq \gamma + \gamma \ln \left(\prod_{i=1}^{K} N_{T+1}^i\right)^K$$

where the first inequality is due to Cauchy–Schwarz inequality, and the second inequality is from inequality of arithmetic and geometric mean.

The fourth equality holds since $\sum_{i=1}^{K} N_{T+1}^i = LT$.

Rewriting it in a compact way, we get

$$\sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(\rho_i^2 - m_i) \leq O(\sqrt{KT \ln \frac{2KT}{\delta}})$$

By the same reasoning, we can prove that with a probability $1 - \delta$,

$$\sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(\rho_i^2 - m_i) \leq O((K - L) \sqrt{2T \ln \frac{n}{\delta}})$$

$$\sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(\rho_i^2 - m_i) \leq O((K - L) \sqrt{KT \ln \frac{2KT}{\delta}})$$

Based on (42) (43) (44), we have

$$\sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(m_i^2 - \hat{m}_i^2) + \sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(c_i^2 - \hat{c}_i^2)$$

$$= \sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(m_i^2 + \sum_{\rho \in \mathcal{L}} c_i^2 - \hat{m}_i^2 - \sum_{\rho \in \mathcal{L}} \hat{c}_i^2)$$

$$= \sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(m_i^2 + \sum_{\rho \in \mathcal{L}} c_i^2 + \sum_{\rho \in \mathcal{L}} m_i - \sum_{\rho \in \mathcal{L}} m_i$$

$$+ \sum_{\rho \in \mathcal{L}} c_i - \sum_{\rho \in \mathcal{L}} \hat{c}_i - \sum_{\rho \in \mathcal{L}} \hat{c}_i$$

$$\leq \sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(m_i^2 - m_i) + \sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}}(\hat{m}_i^2 - m_i)$$

$$\leq L \sqrt{2T \ln \frac{n}{\delta} + O((K - L) \sqrt{KT \ln \frac{2KT}{\delta}})$$

$$+(K - L) \sqrt{2T \ln \frac{n}{\delta} + O((K - L) \sqrt{KT \ln \frac{2KT}{\delta}})$$

= $O((K - L) \sqrt{KT \ln \frac{2KT}{\delta}}$

the last inequality holds since $L \ll K$ and $L < K - L$. (39) can be proved in the same way.

Now we prove the theorem. Let $x^*$ be the optimal solution to problem (1). From (39) we know that $x^*$ is also a feasible solution to problem 11, i.e., $\hat{\beta} x^* \geq \beta^* x^* \geq h$. Then for all $t \leq T$ we have:

$$x^T m^t + (1 - x^T)^T c^t \leq x^T m^t + (1 - x^T)^T c^t$$

$$\leq x^T m^t + (1 - x^T)^T c^t$$

(45)

Combining (38) (45), we get:

$$\text{Reg}(T) = \left| \sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}} m_i^t + \sum_{\rho \in \mathcal{L}} c_i^t \right| - T(x^T m^t + (1 - x^T)^T e^t)$$

$$\leq \left| \sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}} m_i^t + \sum_{\rho \in \mathcal{L}} c_i^t - \sum_{\rho \in \mathcal{L}} \hat{m}_i^t - \sum_{\rho \in \mathcal{L}} \hat{c}_i^t \right|$$

$$= O(K - L) \sqrt{KT \ln \frac{2KT}{\delta}$$

On the other hand, since for all $t$, $x^t$ is a feasible solution to problem 11, i.e., $\hat{\beta}^t x^t \geq h$, and with (39), we have:

$$Vio(t) = |\hat{h} - \sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}} \hat{\beta}_i^t|$$

$$\leq \sum_{i=1}^{T} \sum_{\rho \in \mathcal{L}} (\hat{\beta}_i^t - \beta_i^t)$$

$$= O(K \sqrt{KT \ln \frac{2KT}{\delta}}$$

This completes the proof. □

Appendix B. Proof of Theorem 4.1

It suffices to consider the case when $K \mod L \neq 0$, since we can set $\alpha = 1$ when $K \mod L = 0$.

Let us focus on the time slot when the exploration phase completes, i.e., when $t = 2NKa/L$. From Hoeffding inequality (Appendix A of [12]), we know that $\forall \epsilon$,

$$Pr\{|h_{i,11} - m_{i,11}| \leq r_i(m_{i,11}) \geq 1 - \frac{2}{T^2}$$

(46)

$$Pr\{|c_i - c_i| \leq r_i(c_i) \geq 1 - \frac{2}{T^2}$$

(47)

$$Pr\{|\beta_i - \beta_i| \leq r_i(\beta_i) \geq 1 - \frac{2}{T^2}$$

(48)

where $r_i(m_{i,11}) = \sqrt{\frac{2n_k}{NK/a + 1}}$, $r_i(c_i) = \sqrt{2 \ln \frac{n}{Na}}$, and $r_i(\beta_i) = \sqrt{\frac{2 \ln \frac{n}{NK/a + 1}}{2}}$ are the radius of confidence intervals.

Define the clean event to be the event that (46) (47) (48) hold for all arms simultaneously, and the “bad event” to be its complement. To analyze the regret and violation of the algorithm, it suffices to focus
on the clean event, since the contribution of the bad event can be neglected.\footnote{2 The probability that bad event occurs is $O(T^{-4})$.}

Denote by $L_i$ be the arm set selected when the exploration phase completes (assuming at time $t$). If $L_i = L^*$, then the regret will no longer increase in the exploitation phase. On the other hand, if $L_i \neq L^*$, then we must have,

$$\sum_{i \in L_i} \Theta_i + \sum_{i \in L_i} \Theta_i < \sum_{i \in L_i} \Theta_i + \sum_{i \in L_i} \Theta_i$$

(49)

Since this is a clean event, we have:

$$\sum_{i \in L_i} \Theta_i + \sum_{i \in L_i} \Theta_i < \sum_{i \in L_i} \Theta_i + \sum_{i \in L_i} \Theta_i$$

(50)

and

$$\sum_{i \in L_i} \Theta_i + \sum_{i \in L_i} \Theta_i < \sum_{i \in L_i} \Theta_i + \sum_{i \in L_i} \Theta_i$$

(51)

Combining (49)(50)(51), we get:

$$\sum_{i \in L_i} \Theta_i + \sum_{i \in L_i} \Theta_i < \sum_{i \in L_i} \Theta_i + \sum_{i \in L_i} \Theta_i$$

(52)

The above inequality states that each time slot in the exploitation phase contributes at most $2(K - L)r_i(\Theta_i) + 2Lr_i(\Theta_i)$ to regret.

Next, we consider the regret generated in the exploration phase. Note that $\Theta_i \in [0, 1]$, $\Theta_i \in [0, 1], \forall i$, and there are $2NKa/L$ time slots within $N$ segments. It follows that the regret from the exploitation phase can be bounded by $2NK^2a/L$.

Given that the regret to the time slot $T$ is the sum of regret from the two phases, we can bound it as follows:

$$\text{Reg}(T) \leq (2(K - L)r_i(\Theta_i) + 2Lr_i(\Theta_i))T + \frac{2NKa}{L}$$

(53)

The last inequality holds since $r_i(\Theta_i) < r_i(\Theta_i)$). Note that the two summands are respectively monotonically decreasing and increasing in $N$, to minimize the regret we can set it so that they are approximately equal. Therefore, by setting:

$$\frac{2NK^2a}{L} = 2KT r_i(\Theta_i)$$

we have,

$$N = \frac{2LT^2 \ln T}{K^2a}$$

(54)

Substituting it into (53), we get:

$$\text{Reg}(T) = O\left(\frac{K^3}{L} T^2 \left(\ln T\right)^{\frac{3}{2}}\right).$$

Similarly, for violation we have:

$$\text{Vio}(T) = \frac{T}{i=1} \left[ h - \sum_{i \in L_i} \Theta_i \right]^{+}$$

$$\leq \sum_{i \in L_i} \left[ h - \sum_{i \in L_i} \Theta_i \right]^{+}$$

$$\leq \sum_{i \in L_i} \left[ \sum_{i \in L_i} \Theta_i - \sum_{i \in L_i} \Theta_i \right]^{+}$$

$$\leq \frac{2NKa}{L} + 2LT r_i(\Theta_i)$$

(55)

Substituting (54) into the above inequation, we get:

$$V_i o(T) = O\left(\frac{K^3}{L} T^2 \left(\ln T\right)^{\frac{3}{2}}\right).$$

The proof completes.

**Appendix C. Proof of Theorem 4.2**

Let $r_i(\Theta_i) = \sqrt{2\ln T/\Theta_i(M)}, r_i(\Theta_i) = \sqrt{2\ln T/\Theta_i(C)}$. From Hoeffding inequality, we know that (46) and (47) hold.

Again, define the clean event to be the event that (46) (47) hold for all arms simultaneously, and the “bad event” to be its complement. To prove the theorem, it suffices to focus on the clean event.

For each arm $i \in K$, define the gap as follows:

$$\Delta(i) := (c_i - m_{r,1}) - (c_i - m_{w,1})$$

where $i^*$ is the best arm, i.e., $i^* = \arg\max_{i \in K} \Delta(i)$. Then we have,

$$\text{Reg}(T) \leq t L(c_i - m_{r,1}) - \sum_{i \in K} \sum_{i \in L_i} \Delta(i)$$

Let $R(i)$ be the RHS of the above inequality, i.e., $R(i) = t L(c_i - m_{r,1}) - \sum_{i \in K} \sum_{i \in L_i} \Delta(i)$ and $t_i$ be the time slot that arm $i$ is eliminated. Fix arm $j$, for all $t \leq t_i$, the confidence intervals of $i$ and $i^*$ must overlap at time $t$, therefore,

$$\Delta(j) \leq 2r_j(\Theta_i) + 2r_j(\Theta_i) + 2r_j(\Theta_i) + 2r_j(\Theta_i)$$

(56)

$$\leq 4r_j(\Theta_i) + 4r_j(\Theta_i)$$

$$= 8r_j(\Theta_i)$$

where the second inequality is for the fact that $n_{i,j}(M) \geq n_{i,j}(C)$, and the last equality holds since $n_{i,j}(M) = n_{i,j}(i^*, M)$.

Denote by $R(i,j)$ be the contribution of arm $j$ to regret at time slot $t_i$, we can bound it as

$$R(i,j) \leq n_{i,j}(M) \cdot \Delta(j)$$

$$\leq 2n_{i,j}(M) \cdot \sqrt{\frac{2\ln T}{n_{i,j}(M)}}$$

$$= O(\sqrt{\ln T} \cdot n_{i,j}(M))$$

Therefore,

$$R(i) = \sum_{j \in K} R(i,j) \leq O(\sqrt{\ln T}) \sum_{j \in K} \sqrt{n_{i,j}(M)}$$

Since $f(x) = \sqrt{x}$ is a concave function and $\sum_{j \in K} n_{i,j}(M) = \frac{L_i}{2}$, by Jensen’s Inequality we have,

$$\frac{1}{K} \sum_{j \in K} n_{i,j}(M) \leq \frac{1}{K} \sum_{j \in K} n_{i,j}(M) \leq \frac{L_i}{2K}$$

It follows that

$$\text{Reg}(i) \leq R(i) \leq O(\sqrt{\ln T}) \sqrt{\frac{L_i}{2K}} = O(\sqrt{K L_i \ln T})$$

Next, we prove the bound for violation. Let $i^*$ be the arm with the largest arrival rate, i.e., $i^* = \arg\max_{i \in K} \hat{b}_i$. Then we have,

$$\text{Vio}(T) \leq \sum_{i \in K} \left[ L \hat{b}_{i^*} - \sum_{i \in L_i} \hat{b}_i \right]^{+}$$

$$\leq \frac{2NKa}{L} + 2LT r_i(\Theta_i)$$

(55)
Denote by $V(T)$ be the RHS of the above inequality, and $t_j$ be the time slot that arm $j$ is eliminated. Also denote by $t^*$ be the time slot that the first segment ends. Define the gap as:

$$\delta(i) := \beta_i - \beta^*$$

Obviously,

$$\delta(i) \leq 2r_{t_j(i)} + 2r_{t^*} \leq 4r_{t_j(i)}$$

On the other hand, let $V(t_j, t^*)$ be the contribution of arm $j$ to violation at time $t_j$, we have

$$V(t_j, t^*) = n_j(j, M) \cdot \delta(t_j) \leq 4n_j(j, M) \cdot \frac{L \ln T}{a K} \leq O(n_j(j, M) \cdot \frac{L \ln T}{a K})$$

Therefore,

$$V(T) = \sum_{j \in L} V(j, t_j) \leq O(\sum_{j \in L} n_j(j, M) \cdot \frac{L \ln T}{a K})$$

$$\leq O(\frac{LT}{2} \cdot \frac{L \ln T}{a K})$$

$$\leq O(\frac{L \ln T}{a K} \cdot \frac{\sqrt{KT}}{a K})$$

where the last inequality is due to $L \leq K$. The proof completes.

### Appendix D. Proof of Lemma 4.1

From (56) we know that $\Delta(j) \leq 8r_i(n_{j,1})$. Since for each $j \neq i^*$, we have $n_j(j, M) = n_j(j, M)$, it follows that:

$$\Delta(j) \leq O(n_j(j, M)) = O\left(\frac{\ln T}{n_j(j, M)}\right)$$

Therefore,

$$n_j(j, M) \leq O\left(\frac{\ln T}{\Delta(j)}\right)$$

and

$$R(T, j) = \Delta(j) \cdot n_j(j, M) \leq O\left(\frac{\ln T}{\Delta(j)}\right)$$

Let $L^*$ be the optimal set of arms to the online caching problem, then we have:

$$R(T) = \sum_{j \in L} R(T, j) \leq O(\ln T) \cdot \sum_{j \in L} \frac{1}{\Delta(j)}$$

Now let us fix some $\epsilon$, then the regret consists of two parts: (1) each arm $j$ with $\Delta(j) \leq \epsilon$ at most $\epsilon$ per time slot, for a total of $LT_{E}$ by $L$ arms; (2) each arm $j$ with $\Delta(j) > \epsilon$ contributes $R(T, j) \leq O\left(\frac{\ln T}{\epsilon}\right) \leq O\left(\frac{\ln T}{\epsilon}\right)$, under the clean event. Combining these two parts and under the clean event, we have:

$$R(T) \leq O(LT_{E} + \frac{\ln T}{\epsilon})$$

Note that the above inequality holds for any $\epsilon$. To minimize the RHS, we can set $LT_{E} = \frac{1}{\epsilon}$, and this leads us to the following bound:

$$\text{Reg}(T) \leq O\left(\sqrt{KT \ln T}\right)$$

The proof completes.
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