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#### Abstract

To provide fast and accurate risk evaluation on network rare threats, importance sampling (IS) is widely used in the rare threat simulation; however, it becomes costly to deal with many rare threats simultaneously. For example, a rare threat can be the failure to provide quality-of-service (QoS) guarantees to a critical network flow. Considering network providers often need to deal with many critical flows (i.e., rare threats) simultaneously, if using IS, network providers have to simulate each rare threat with its customized importance distribution individually. To reduce such simulation cost, we propose an efficient mixture importance distribution to simulate multiple rare threats, and then formulate a mixture importance sampling optimization problem (MISO) to select the optimal mixture. We first show that it is challenging to locate the optimal mixture for the "search direction" is computationally expensive to evaluate. We then formulate an online learning (OL) framework to estimate the "search direction" and learn the optimal mixture from simulation samples of threats. And our OL framework has a "zero learning cosf" as the samples generated in the learn phase can be reused to provide accurate estimation on the rare threats. We develop two multi-armed bandit OL algorithms so as to: (1) Minimize the sum of estimation variances with a regret of $(\ln T)^{2} / T$; and (2) Minimize the simulation cost with a regret of $\sqrt{\ln T / T}$, where $T$ denotes the number of simulation samples. We demonstrate the versatility of our method on different network applications. When compared with the uniform mixture IS, our method reduces cost measures (i.e., sum of estimation variances and simulation cost) by as high as 61.6 percent in the Internet backbone network scenario.


Index Terms—Large scale network rare threats simulation, mixture importance sampling, online learning

## 1 Introduction

IN simulating highly fault-tolerant systems like large scale networks or mobile 5G networks, we often have to deal with rare threats; these are events that occur rarely but have catastrophic impacts or consequences. They could potentially arise in many networking applications, and are not easily accessible for the information-bearing signals often lie in a broad set of irrelevant events (i.e., causes). For instance, in communication networks, the network component failures caused by some undesirable events (e.g., equipment ageing or power shortage) can significantly degrade the intended network service [1]. On the Internet, some unexpected node and link failures can result in the undeliveries of critical flows. In smart grids, the network component damages caused by some sudden unforeseen events (e.g., excessive load demand or lighting) may give rise to large-scale blackouts [2]. To quantify such rare threats, one needs to evaluate their risks (i.e., occurrence probabilities) accurately. For large and complex networks, this is computationally expensive as illustrated below.
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Example 1. Consider a rare threat $\mathcal{E}$, which corresponds to the failure of providing promised quality-of-service (QoS) guarantees for a critical flow in a large-scale network. The QoS guarantees for the critical flow is influenced by the status (i.e., operational or failed) of $M \in \mathbb{N}_{+}$ components (i.e., links or nodes) of the network. Let $x \triangleq\left(x_{1}, \ldots, x_{M}\right)$ denote a configuration of all these components, where $x_{m}=1$ represents the operational state and $x_{m}=0$ represents the failed state of component $m \in[M]$. Each configuration $x$ occurs with a probability $P(x)$. The rare threat $\mathcal{E}$ is represented by a set of profiles $x$, which is often unknown and of a large cardinality, say $O\left(2^{M}\right)$. Given $x$, an indicator function $\mathbf{1}_{\mathcal{E}}(x)$ can simulate the network to test the occurrence of $\mathcal{E}$ (i.e., $x \in \mathcal{E}$ ), but have no functional description of $\mathcal{E}$. Thus, as many as $O\left(2^{M}\right)$ enumerations are needed to evaluate $\mathcal{E}^{\prime}$ s occurrence probability. For more background readings related to this example, readers can refer to static network reliability literatures [3], [4], [5], [6], [7], [8].

A typical method to address the high computational cost issue, as illustrated in Example 1, is Monte Carlo (MC) sampling. It estimates the occurrence of a rare threat $\mathcal{E}$ via generating samples $x$ from $P(x)$ and obtaining simulation results from $\mathbf{1}_{\mathcal{E}}(x)$. However, to obtain accurate estimations, MC needs to simulate plenty of samples $x$ so to capture sufficient occurrences of $\mathcal{E}$ (i.e., $\mathbf{1}_{\mathcal{E}}(x)=1$ ). To improve the estimation efficiency of MC, importance sampling (IS) takes a customized importance distribution $Q(x)$ to "boost" the occurrence of $\mathcal{E}$. One limitation of IS is that it has to simulate each rare threat with its customized importance distribution individually. This leads to an excessively high simulation
cost, especially when dealing with a large number of rare threats as shown below:

Example 2. Consider $N$ critical flows in Example 1. Let the rare threat $\mathcal{E}_{n}$ be the failure to provide promised QoS guarantees for flow $n$, where $n \in[N]$. Each $\mathcal{E}_{n}$ is associated with a customized importance distribution $Q_{n}(x)$ and an indicator function $\mathbf{1}_{\mathcal{E}_{n}}(x)$ that tests whether $x \in \mathcal{E}_{n}$. Suppose, using IS to estimate each $\mathcal{E}_{n}$ requires $T$ samples from $Q_{n}(x)$. To estimate all $N$ events, we need $T N$ samples, which is expensive for a large scale network because even simulating a single sample can take many hours.

A straightforward idea to reduce such simulation cost burden of IS is to design a simulation distribution $Q$ that works efficiently and accurately for every rare threat. Therefore, we consider the mixture importance sampling (MIS) with a mixture parameter $w=\left(w_{1}, w_{2}, \ldots, w_{N}\right)$

$$
Q(x ; w)=\sum_{n \in[N]} w_{n} Q_{n}(x),
$$

where $w_{n} \geq 0, n \in[N]$ and $\sum_{n \in[N]} w_{n}=1$. Through this, each sample $x$ drawn from distribution $Q(x ; w)$ can be used for "all" rare threats $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$. We aim to answer:

- How to quantify the "simulation cost" for a mixture w?
- How to locate the optimal mixture $w^{*}$ ?

The design of proper simulation cost metrics for $w$ requires the careful consideration of simulation cost resulted from $Q(x ; w)$ for each $\mathcal{E}_{n}$. Such metrics (i.e., cost measures) are functions of $Q(x ; w)$. To search for $w^{*}$ minimizing the simulation cost, one needs to evaluate the search direction by marginalizing $x$ in the metric with a sample space of size $2^{M}$. To address this challenge, we formulate a multi-armed bandit (MAB) online learning (OL) framework to estimate the "search direction" and learn $w^{*}$ from simulation samples $x$ drawn from $\left\{Q_{n}(x)\right\}_{n=1}^{N}$. One may use the classical stochastic optimization (SO) method to derive $w^{*}$, but it has a much more expensive learning cost (i.e., the number of samples $x$ generated to learn $w^{*}$ ) than our framework: in the learning phase, to guarantee a fast convergence to $w^{*}$, SO needs sufficient samples from $Q\left(x ; w^{(t)}\right)$ to locate an efficient "search direction" in each round $t$, and $w^{(t)}$ is the estimated mixture; and in the estimation phase, additional samples from $Q\left(x ; w^{(T)}\right)$ are required to provide accurate estimation for $\left\{\mathcal{E}_{n}(x)\right\}_{n=1}^{N}$. In contrast, our framework only needs a single sample $x$ generated from one of $\left\{Q_{n}(x)\right\}_{n=1}^{N}$ in each round of learning, and the generated samples can be directly used for providing accurate estimation for $\left\{\mathcal{E}_{n}(x)\right\}_{n=1}^{N}$. This leads to a "zero learning cost", but also makes it challenging to estimate the "search direction" as well as learn $w^{*}$. The contributions of our work are:

- We propose two metrics to quantify the simulation cost for a mixture strategy and propose a mixture importance sampling optimization problem (MISO)to select the optimal mixture. We show the search direction of mixture is costly to evaluate, making it challenging to locate the optima.
- We formulate a MAB OL framework which estimates the search direction and learn the optimal mixture from "simulation samples". Instead of using sufficient simulation samples from $Q\left(x ; w^{(t)}\right)$, our framework Authorized licensed use limited to: Chinese University of Hong Kong. Downlo
reduces the simulation cost by generating only a single simulation sample $x$ from one of $\left\{Q_{n}(x)\right\}_{n=1}^{N}$ in each round of learning. Hence, achieving a zero cost on extra samples.
- We develop MAB learning algorithms to efficiently learn $w^{*}$ under different cost measures, i.e.: (1) SumVar, to minimize the sum of variances with a regret of $(\ln T)^{2} / T$, and (2) SimCos, to minimize the simulation cost with a regret of $\sqrt{\ln T / T}$, where $T$ is the number of samples. For each algorithm, we provide: (a) convexity and smoothness analysis; (b) algorithm to estimate the search direction of $w$ with zero cost on extra samples, as well as provable concentration; (c) regret analysis and reveal the impact of key factors, e.g., similarity of $\left\{Q_{n}(x)\right\}_{n=1}^{N}$, on the regret.
- To demonstrate the versatility of our framework, we apply it to conduct rare event simulation over an Internet backbone network and a smart grid network, both of which are supported by real-world data.


## 2 Problem Formulation

We start by introducing the MIS model with a mixture parameter $w$. Then, we formulate an optimization framework that minimizes a general cost measure via selecting a proper $w$. To address the computational challenge in locating the optimal mixture $w^{*}$, we develop an OL framework to estimate $w^{*}$. Finally, we present two important instances of the OL framework with specific cost measures.

### 2.1 Mixture Importance Sampling

Assume there are $N$ rare events and each event is induced by a subset of $M$ potential causes denoted by $[M]$. We aim to estimate the occurrence probability for each individual event. Let $\Omega \triangleq\{0,1\}^{M}$. We denote $x=\left(x_{1}, \ldots, x_{M}\right) \in \Omega$ as the occurrence profile of all $M$ causes, where $x_{m}$ indicates whether the cause $m$ occurs (1: yes, 0 : no). Let $x$ occur with a probability $P(x) \in[0,1]$, where $\sum_{x \in \Omega} P(x)=1$. Denote the event $n \in[N]$ as $\mathcal{E}_{n} \subset \Omega$, of which the occurrence is indicated by a membership oracle

$$
\mathbf{1}_{\mathcal{E}_{n}}(x) \triangleq \begin{cases}1, & \text { if } x \in \mathcal{E}_{n}  \tag{1}\\ 0, & \text { otherwise }\end{cases}
$$

Notice that $\mathbf{1}_{\mathcal{E}_{n}}(x)$ can be used with causes indicated by sample $x$ to test whether $\mathcal{E}$ occurs, i.e., $x \in \mathcal{E}$, as long as $x$ is provided. Yet, $\mathbf{1}_{\mathcal{E}_{n}}$ has no other functional description of $\mathcal{E}_{n}$. And the occurrence probability is denoted by

$$
\begin{equation*}
\mu_{n}=\mathbb{P}_{x \sim P}\left[\mathbf{1}_{\mathcal{E}_{n}}(x)=1\right]=\sum_{x \in \mathcal{E}_{n}} P(x) . \tag{2}
\end{equation*}
$$

In many real-life applications, $\mathcal{E}_{n}$ has a large cardinality, which makes the exact value of $\mu_{n}$ computationally expensive to evaluate. For instance, consider an Internet-scale network with $M$ physical links, where the $m$ th link fails with a probability of $p_{m}$. There are $N$ competing flows, of which the undelivery of the $n$th flow is represented by $\mathcal{E}_{n} \subset \Omega$. For each $x \in \Omega$, the probability to obverve the occurrence of $x$ in the real-life can be expressed as

$$
\begin{equation*}
P(x)=\prod_{m \in[M} p_{m}^{x_{m}}\left(1-p_{m}\right)^{1-x_{m}} . \tag{3}
\end{equation*}
$$

Due to the high complexity of traffic engineering, $\mathcal{E}_{n}$ is usually unknown and with a large cardinality, resulting in a computational complexity of $O\left(2^{M}\right)$ to evaluate the exact value of $\mu_{n}$. Eq. (3) assumes the independence of potential causes, and this assumption is also considered in many previous works [3], [4], [5], [6], [7], [9]. We are also aware of notable works [10], [11] dealing with dependent potential causes. Dependent potential causes greatly complicate the problem and we leave it as our future work.

As it is rare to see the occurrence of $\mathcal{E}_{n}$, it is costly to estimate $\mu_{n}$ via simulating $x$ with $P(x)$, i.e., the classical MC method. One typical method to address this challenge is the IS method [12], [13]. To improve the efficiency of MC, IS replaces the sampling distribution $P(x)$ with $Q_{n}(x)$ to increase the occurrence of event $\mathcal{E}_{n}$, and assigns each sample $x$ a weight to recover the unbiasedness. Specifically, it replaces Eq. (2) by

$$
\begin{align*}
\mu & =\mathbb{E}_{x \sim P}\left[\mathbf{1}_{\mathcal{E}_{n}}(x)=1\right] \\
& =\int \mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P(x)}{Q_{n}(x)} Q_{n}(x) \mathrm{d} x=\mathbb{E}_{x \sim Q_{n}}\left[\mathbf{1}_{\mathcal{E}_{n}} \frac{P(x)}{Q_{n}(x)}\right] \tag{4}
\end{align*}
$$

Assume each $\mathcal{E}_{n}$ corresponds to a customised pure importance distribution $Q_{n}(x)$. IS provides an efficient estimation of $\mu_{n}$ if taking $Q_{n}(x)$ to simulate $x$, but $Q_{n}(x)$ may not work for other rare events. The one-run variance for estimating $\mu_{n}$ with $Q_{n}(x)$ to simulate $x$ is

$$
\begin{equation*}
\mathbb{V}_{x \sim Q_{n}}\left[\mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P(x)}{Q_{n}(x)}\right] \triangleq \mathbb{E}_{x \sim Q_{n}}\left[\mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P^{2}(x)}{Q_{n}^{2}(x)}\right]-\mu_{n}^{2} . \tag{5}
\end{equation*}
$$

Note that the one-run variance is an essential metric to measure the estimation efficiency, and it also determines the simulation cost. Here $\left\{Q_{n}(x)\right\}_{n=1}^{N}$ can be obtained utilizing IS or Sequential IS methods proposed in [9].

However, given a limited simulation budget and a large $N$, one usually could not afford to estimate each $\mu_{n}$ individually with the corresponding $Q_{n}(x)$. What one needs is an efficient sampling distribution working for multiple interested events simultaneously. Assume we take a mixture of $\left\{Q_{n}(x)\right\}_{n=1}^{N}$ as the importance distribution to simulate $x$. Formally, we have

$$
\begin{equation*}
Q(x ; w) \triangleq \sum_{n \in[N]} w_{n} Q_{n}(x), \tag{6}
\end{equation*}
$$

where $w \triangleq\left(w_{1}, \ldots, w_{N}\right), w_{n} \geq 0$ and $\sum_{n \in[N]} w_{n}=1$. For the ease of presentation, denote the set of all possible choices of $w$ as the probability simplex $\Delta \triangleq\left\{w \mid w_{n} \geq 0, \sum_{n=1}^{N} w_{n}=1\right\}$. Here, we define the " $\xi$-similarity" as a metric to quantify how well the occurrences of interested events $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ can be efficiently estimated together by the following definition:
Definition 1 (. $\xi$-similarity) Events $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ are $\xi$-similar if their corresponding pure importance distributions $\left\{Q_{n}(x)\right\}_{n=1}^{N}$ satisfy: for $\xi \in[1, \infty], \forall x \in \Omega, \forall n, n^{\prime} \in[N], \frac{1}{\xi} \leq \frac{Q_{n}(x)}{Q_{n^{\prime}}(x)} \leq \xi$.
To illustrate, consider $\left\{Q_{n}(x)\right\}_{n=1}^{N}$ have different (or even disjoint) supports, then $\xi=\infty$. Fig 1 shows more examples with different levels of $\xi$-similarities.

### 2.2 General Optimization and Learning Framework

Given the mixture $w$, we take $Q(x ; w)$ to simulate $x$, and the one-run variance of $\mathcal{E}_{n}$ is
\%) Event $\mathcal{E}_{n_{i}}$ is observed. - Probability to simulate $x$, i.e., $\boldsymbol{Q}_{n_{i}}(x)$.


Fig. 1. Examples of different levels of $\xi$-similarities: an infinite $\xi$ happens when events have different supports and it implies that even the optimal mixture distribution $Q\left(x ; w^{*}\right)$ would not work for all events, e.g., $\left\{\mathcal{E}_{n_{1}}, \mathcal{E}_{n_{4}}\right\}$; a large $\xi$ implies a slow convergence to $Q\left(x ; w^{*}\right)$, e.g., $\left\{\mathcal{E}_{n_{1}}, \mathcal{E}_{n_{3}}\right\}$; a small $\xi$ implies a fast convergence to $Q\left(x ; w^{*}\right)$, e.g., $\left\{\mathcal{E}_{n_{1}}, \mathcal{E}_{n_{2}}\right\}$.

$$
\begin{equation*}
\sigma_{n}^{2}(w) \triangleq \mathbb{V}_{x \sim Q}\left[\mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P(x)}{Q(x ; w)}\right] \tag{7}
\end{equation*}
$$

One can evaluate the overall simulation efficiency associated with the mixture parameter $w$ by the cost measure $L(\boldsymbol{\sigma}(w)) \in \mathbb{R}$ where $\boldsymbol{\sigma}(w) \triangleq\left(\sigma_{1}(w) \sigma_{2}(w), \ldots, \sigma_{N}(w)\right)$ (Refer to Section 2.3 for some examples). We now formulate the mixture importance sampling optimization problem as follows:

Problem 1 (. Mixture Importance Sampling Optimization (MISO) Problem) Given $M$ causes, associated with a natural occurrence distribution $P(x) ; N$ interested events, associated with efficient pure importance distributions $\left\{Q_{n}(x)\right\}_{n=1}^{N}$; and the cost measure $L(\sigma(w))$. Select $w$ to minimize the cost

$$
\begin{equation*}
\min _{w \in \Delta} L(\boldsymbol{\sigma}(w)) \tag{8}
\end{equation*}
$$

Problem 1 is essentially a non-linear optimization problem. It is challenging to address it because both the objective $L(\boldsymbol{\sigma}(w))$ and its gradient $\nabla L(\boldsymbol{\sigma}(w))$ are computationally expensive to evaluate: The exact computational complexities are $O\left(2^{M}\right)$ for the large state space of $x$. To overcome the challenge, we develop a MAB framework to estimate (or online learn) $w^{*}$ from simulation samples.

Problem 2 (. Mixture Importance Sampling Learning (MIS Learning) Problem) Given $M$ causes, $N$ interested events and the number of rounds (or data samples) $T \in \mathbb{N}_{+}$. At round $t=1, \ldots, T$ :

- Select an arm (or event) $I_{t} \in[N]$ based on an algorithm $\mathcal{A}$ and the sample history $\left\{\left(I_{s}, x^{(s)}\right)\right\}_{s=1}^{t-1}$;
- Draw a simulation sample of profile $x^{(t)}$ from $Q_{I_{t}}(x)$;
- Update the proportions of selecting arms (or events) which denoted by $w^{(t)}=\left(w_{1}^{(t)}, \ldots, w_{N}^{(t)}\right)$, where $w^{(t)}=$ $\frac{1}{t} \sum_{s \in[t]} e_{I_{s}} ;$
Objective: Design an MAB algorithm $\mathcal{A}$ to achieve a low and sublinear regret, where the regret is defined as

$$
\begin{equation*}
R_{T} \triangleq L\left(\boldsymbol{\sigma}\left(w^{(T)}\right)\right)-\min _{w \in \Delta} L(\boldsymbol{\sigma}(w)) \tag{9}
\end{equation*}
$$

In Problem 2, each arm (or event) indexed by $n$ corresponds to a customized pure distribution $Q_{n}(x)$, and a general cost function $L\left(\sigma\left(w^{(T)}\right)\right)$ is considered. We next consider two important instances of the MIS-Learning Problem.

### 2.3 Two Instances of the MIS Learning Problem

Given $Q(x ; w)$ to simulate $x$, let $\ell_{n}(w)$ measure the simulation cost to achieve the desired estimation accuracy for $\mu_{n}$, i.e., the confidence interval (CI) is bounded by a threshold $\delta_{n}$. Also, let $\ell_{\max }(w)$ measure the simulation cost to achieve desired estimation accuracies for all $\left\{\mu_{n}\right\}_{n=1}^{N}$. We have

$$
\begin{equation*}
\ell_{n}(w) \triangleq \frac{\sigma_{n}^{2}(w)}{\delta_{n}^{2}} \quad \text { and } \quad \ell_{\max }(w) \triangleq \max _{n \in[N]} \ell_{n}(w) \tag{10}
\end{equation*}
$$

Next, we consider various accuracy requirements $\left\{\delta_{n}\right\}_{n=1}^{N}$, i.e., homogeneous and heterogenous, and study the impact on the cost measure $L(\sigma(w))$. Then, we introduce the corresponding MIS-Learning problems.

MIS-Learning to Minimize the Sum of Variances.We start with the simplest case with homogeneous accuracy requirements (i.e., $\left\{\delta_{n}\right\}_{n=1}^{N}$ are equal) and consider bounding $\sum_{n \in[N]} \ell_{n}(w)$ in order to bound $\ell_{\max }(w)$. Then

$$
\begin{align*}
\min _{w \in \Delta} \sum_{n \in[N]} \ell_{n}(w) & \Longleftrightarrow \min _{w \in \Delta} \sum_{n \in[N]} \sigma_{n}^{2}(w) \\
& \Longleftrightarrow \min _{w \in \Delta} \sum_{n \in[N]} \sigma_{n}^{2}(w)+\mu_{n}^{2} \tag{11}
\end{align*}
$$

And the total loss (i.e., cost measure) can be defined in terms of the sum of one-run variances as follows: ${ }^{1}$

$$
\begin{equation*}
L(\boldsymbol{\sigma}(w))=\sum_{n \in[N]} \sigma_{n}^{2}(w)+\mu_{n}^{2} \triangleq L_{\text {SumVar }}(w) \tag{12}
\end{equation*}
$$

We name the MIS-Learning with cost measure in Eq. (12) as minimizing the sum of variances (SumVar) MIS-Learning.

MIS-Learning to Minimize the Simulation Cost.We consider the case where $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ have heterogenous accuracy requirements. Specifically, we assume each $\mathcal{E}_{n}$ has a predefined occurrence probability threshold $o_{n}$, e.g., $\mathcal{E}_{n}$ represents the undelivery of a specific flow and we want to accurately state whether the undelivery probability $\mu_{n} \leq o_{n}$ or not. Then the CI width should not exceed $\delta_{n}=\left|\mu_{n}-o_{n}\right|$ and

$$
\begin{equation*}
\min _{w \in \Delta} \ell_{\max }(w) \Longleftrightarrow \min _{w \in \Delta} \max _{n \in[N]} \frac{\sigma_{n}^{2}(w)}{\left(\mu_{n}-o_{n}\right)^{2}} \tag{13}
\end{equation*}
$$

The total loss can be defined in terms of the simulation cost to achieve all desired estimation accuracies as

$$
\begin{equation*}
L(\boldsymbol{\sigma}(w))=\max _{n \in[N]} \frac{\sigma_{n}^{2}(w)}{\left(\mu_{n}-o_{n}\right)^{2}} \triangleq L_{\operatorname{SimCos}}(w) . \tag{14}
\end{equation*}
$$

We then name the MIS-Learning with cost measure in Eq. (14) as minimizing the simulation cost (SimCos) MISLearning.

## 3 Learning to Minimize Sum of Variances

We first present our SumVar algorithm design for learning the optimal mixture $w^{*}$ that minimizes the sum of variances in an online manner. Then we prove a regret upper bound for the SumVar algorithm and reveal the impact of $\xi$-similarity on the convergence speed to learn $w^{*}$.

1. As the analytic expressions of $L_{\text {SumVar }}(w)$ and of its gradient are frequently used in this work, and considering $\sigma_{n}^{2}(w)=\mathbb{E}_{x \sim Q}\left[\mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P^{2}(x)}{Q^{2}(x ; w)}\right]-\mu_{n}^{2}$, we define $L_{\text {SumVar }}(w)$ as illustrated in Eq. (12) for the ease of presentation.

### 3.1 The Design of SumVar Algorithm

The SumVar algorithm's main idea is that at each round of learning: (1) First estimate the gradient $\nabla L_{\text {SumVar }}(w)$ from historical data samples; (2) Then select the arm (or event) based on the estimated gradient.

Gradient Estimation. We first consider the estimation of gradient $\nabla L_{\text {SumVar }}\left(w^{(t-1)}\right)$ utilizing historical data samples, at each learning round $t$. We can derive $\nabla L_{\text {SumVar }}(w)$ as follows:

$$
\begin{align*}
& \nabla L_{\mathrm{SumVar}}(w)=\nabla\left\{\sum_{n \in[N]} \mathbb{E}_{x \sim Q(x ; w)}\left[\frac{P^{2}(x) \mathbf{1}_{n}(x)}{Q^{2}(x ; w)}\right]\right\} \\
= & -\sum_{n \in[N]} \sum_{x \in \Omega}\left[\frac{P^{2}(x) \boldsymbol{1}_{\mathcal{E}_{n}}(x)}{Q^{2}(x ; w)}\right]\left(Q_{1}(x), \ldots, Q_{N}(x)\right)  \tag{15}\\
= & \mathbb{E}_{x \sim Q(x ; w)}\left[\left(-Z_{1}(x), \ldots,-Z_{N}(x)\right)\right],
\end{align*}
$$

where $Z_{n}(x) \triangleq \triangleq^{P^{2}(x) \sum_{i \in[N]} \boldsymbol{1}_{\varepsilon}(x)} Q_{n}(x), \forall n \in[N]$. If historical data samples $\left\{x^{(s)}\right\}_{s=1}^{t-1}$ were IID samples of $x \sim Q\left(x ; w^{(t-1)}\right)$, then the gradient $\nabla L_{\text {SumVar }}\left(w^{(t-1)}\right)$ can be estimated by $g^{(t)}$, where

$$
\begin{equation*}
g_{n}^{(t)}=\frac{-1}{t-1} \sum_{s \in[t-1]} Z_{n}\left(x^{(s)}\right), \forall n \in[N] . \tag{16}
\end{equation*}
$$

Nevertheless, the challenge is that $\left\{x^{(s)}\right\}_{s=1}^{t-1}$ are generated from $x^{(s)} \sim Q_{I_{s}}(x)$. To address this challenge, the following theorem proves that Eq. (16) is asymptotically accurate in estimating the gradient $\nabla L_{\text {SumVar }}\left(w^{(t-1)}\right)$.

```
Algorithm 1. SumVar MIS-Learning
    Input: \(N, w=\left(\frac{1}{N}, \ldots, \frac{1}{N}\right), c_{n}^{(t)}, \forall n \in[N], t=1, \ldots, T\)
    for all \(t \leq N\) do
        Draw \(x^{(t)}\) according to \(Q_{t}(x)\), and record history \(I_{t}, Q_{n}\left(x^{(t)}\right)\)
        and \(\mathbf{1}_{\mathcal{E}_{n}}\left(x^{(t)}\right), n \in[N]\) for updating \(w^{(t)}\) and gradient
        estimation.
    for all \(t>N\) do
        Estimate the gradient \(\nabla L_{\text {SumVar }}\left(w^{(t-1)}\right)\) using \(g^{(t)}\) in Eq. (16).
        Compute the lower confidence bound (LCB) \(\underline{g}^{(t)}\), where \(\underline{g}_{n}^{(t)}\)
        \(=g_{n}^{(t)}-c_{n}^{(t)}\).
        Select \(I_{t} \in \arg \min _{n \in[N]} \underline{g}_{n}^{(t)}\) and draw \(x^{(t)}\) from \(Q_{I_{t}}(x)\).
        Record history \(I_{t}, Q_{n}\left(x^{(t)}\right)\) and \(\mathbf{1}_{\mathcal{E}_{n}}\left(x^{(t)}\right), n \in[N]\).
        Update \(w^{(t)} \leftarrow w^{(t-1)}+\frac{1}{t}\left(e_{I_{t}}-w^{(t-1)}\right)\).
```

Theorem 1. Consider the MIS-Learning framework, where at round $t, t \in[T]$ take the $I_{t}$ th distribution $Q_{I_{t}}(x)$ to generate $x^{(t)}$. Then, $\lim _{t \rightarrow \infty}\left\|g^{(t)}-\nabla L_{\text {SumVar }}\left(w^{(t-1)}\right)\right\|=0$.
Remark. Such asymptotic property owns much to the role of mixture parameter $w^{(t)}$, i.e., the observed proportions of selecting the distribution $Q_{t_{t}}(x)$ till round $t$. Hence, after sufficient $t$ rounds of MIS-Learning, all samples $\left\{x^{(s)}\right\}_{s=1}^{t}$ can be approximately considered as simulated by $Q\left(x ; w^{(t)}\right)$.

Arm Selection. Now we outline how the SumVar algorithm in Algorithm 1 selects arm at each learning round. From [14], we notice that finding the minimizer of lower bound confidence $\min _{n \in[N]} \underline{g}_{n}^{(t)}$ is equivalent to making a step of size $\frac{1}{t+1}$ in the direction of corner of simplex $\Delta$ that $\min _{z \in \Delta} z^{\top} \underline{g}^{(t)}$, which is precisely the Frank-Wolfe algorithm [15]. Hence, we apply the LCB Frank-Wolfe algorithm to select the arm based on the estimated gradient in Eq. (16). sedect tuly 08,2023 at 09:48:55 UTC from IEEE Xplore. Restrictions apply.

Note that in Algorithm 1, one can select $c_{n}^{(t)}$ to control the exploration and exploitation tradeoffs. ${ }^{2}$ Selecting the $c_{n}^{(t)}$ is closely related to the regret of Algorithm 1. We thus defer the selection in the next subsection, where we analyze the regret upper bound.

### 3.2 Main Result on the Regret of SumVar Algorithm

We start by establishing two building blocks for the regret analysis of Algorithm 1: (1) The strong convexity and smoothness properties of $L_{\text {SumVar }}(w)$, and (2) The concentration property of $g^{(t)}$ in estimating $\nabla L_{\text {SumVar }}\left(w^{(t-1)}\right)$. Then, we apply these two building blocks to derive the regret upper bound of Algorithm 1.

Strong Convexity and Smoothness of $L_{\text {SumVar }}(w)$. Let us first formally define the strong convexity and smoothness.

Definition 2 (Strong convexity and smoothness). Let $X$ be a convex set in the vector space and $f: X \rightarrow \mathbb{R}$ be a function. Also let I represent the identity matrix. $f$ is called $\alpha$-strongly convex if and only if $\forall x \in X, \nabla^{2} f(x) \succeq \alpha I$, or equivalently

$$
\begin{equation*}
\forall x, y \in X, f(y) \geq f(x)+\nabla^{\top} f(x)(y-x)+\frac{\alpha}{2}\|y-x\|_{2}^{2} \tag{17}
\end{equation*}
$$

Similarly, $f$ is $\beta$-smooth if and only if $\forall x \in X, \nabla^{2} f(x) \preceq \beta I$, or equivalently

$$
\begin{equation*}
\forall x, y \in X, f(y) \leq f(x)+\nabla^{\top} f(x)(y-x)+\frac{\beta}{2}\|y-x\|_{2}^{2} \tag{18}
\end{equation*}
$$

The following theorem gives the strong convexity and smoothness of $L_{\text {SumVar }}(w)$.
Theorem 2. If $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ has a $\xi$-similarity, the $L_{\text {SumVar }}(w)$ given by Eq. (12) is $\alpha$-strongly convex and $\beta$-smooth with

$$
\begin{equation*}
\alpha=\frac{2}{N \xi^{2}}\left(\sum_{n \in[N]} \mu_{n}\right)^{2} \text { and } \beta=2 \xi^{3} \sum_{n \in[N]} \mu_{n} . \tag{19}
\end{equation*}
$$

Remark. Theorem 2 quantifies the impact of $\xi$-similarities on $L_{\text {SumVar }}(w)$. In particular, the strong convexity of $L_{\text {SumVar }}(w)$ vanishes and $L_{\text {SumVar }}(w)$ becomes nonsmooth when $\xi \rightarrow \infty$, i.e., the event occurrences are not similar. This implies that the $\xi$-similarity is essential for learning the optimal mixture $w^{*}$ as well. Besides, in case that $\xi=\infty$, one can divide $\left\{\mathcal{E}_{n}(x)\right\}_{n=1}^{N}$ into multiple sub-groups such that each sub-group has a finite $\xi$.

Concentration Property of $g^{(t)}$. The preciseness and efficiency of the gradient estimator $g^{(t)}$ directly affect Algorithm 1's performance in minimizing the objective. We aim to characterize how well $g_{n}^{(t)}$ concentrates around $\left.\nabla L_{\text {SumVar }}\left(w^{(t)}\right)\right|_{n}$. Such concentration is characterized by a balance between the confidence probability denoted by $\zeta^{(t)} \in[0,1]$ and the deviation denoted by $\epsilon_{n}^{(t)}$. One challenge is that in the estimator $g_{n}^{(t)}$ in Eq. (16), the historical data samples $\left\{x^{(s)}\right\}_{s=1}^{t-1}$ are not IID. The following theorem resolves this challenge by quantifying the tradeoff between $\zeta^{(t)}$ and $\epsilon_{n}^{(t)}$.

[^0]per bounds of $Z_{n}$ and its moments.
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### 4.1 The Design of SimCos Algorithm

The SimCos algorithm's main idea is that at each round of learning: (1) First develop a linear approximation framework to locate the search direction; (2) Then design an estimator to estimate the search direction from simulation samples; (3) Finally, use the estimated search direction to select the arm.

Search Direction. Different from the SumVar MIS-Learning, where the object is smooth and the gradient implies the search direction of the mixture. In this case, locating the search direction faces the challenge of non-smooth objective $L_{\text {SimCos }}(w)$, which takes the pointwise maximum of functions $\ell_{n}(w)$. Another constraint is that Problem 2 implies a step size of $1 / t$ in updating $w^{(t)}$, i.e.,

$$
\begin{equation*}
w^{(t+1)}=\frac{t w^{(t)}+z}{t+1}, \tag{24}
\end{equation*}
$$

where $z \in \Delta$. Namely, to determine the search direction, we first need to determine $z$. Note that $L_{\mathrm{SimCos}}(w)$ is a pointwise maximum function and the linearization of a pointwise maximum function behaves similarly to the linearization of a smooth function [16]. Thus, to measure the potential of $z$ in decreasing $L_{\text {SimCos }}\left(w^{(t)}\right)$, we take a linearization of $L_{\text {SimCos }}$ $(w)$ at $w=w^{(t)}$

$$
\begin{align*}
L_{\mathrm{SimCos}}\left(w^{(t)} ; z\right) & =\max _{n \in[N]} \ell_{n}\left(w^{(t)}\right)+\nabla \ell_{n}\left(w^{(t)}\right)^{\top}\left(w^{(t+1)}-w^{(t)}\right) \\
& =\max _{n \in[N]} \ell_{n}\left(w^{(t)}\right)+\nabla \ell_{n}\left(w^{(t)}\right)^{\top} \frac{z-w^{(t)}}{t+1}, \tag{25}
\end{align*}
$$

and bound its approximation error in the following lemma:
Lemma 1. $\left|L_{\text {SimCos }}\left(w^{(t)} ; z\right)-L_{\text {SimCos }}\left(w^{(t+1)}\right)\right|=O\left(\frac{\xi^{3}}{(t+1)^{2}}\right)$.
Lemma 1 states that the approximation error of linear approximation decreases at a rate of $1 / t^{2}$. This implies that the linear approximation is asymptotically accurate in approximating the $L_{\text {SimCos }}\left(w^{(t+1)}\right)$. Hence, given $w^{(t)}$, we consider the minimizer of $L_{\text {SimCos }}\left(w^{(t)} ; z\right)$ as the search direction. Furthermore, the minimum of $L_{\text {SimCos }}\left(w^{(t)} ; z\right)$ can be attained by the standard direction with steepest decrease, i.e.,

$$
\begin{equation*}
\min _{z \in \Delta} L_{\operatorname{SimCos}}\left(w^{(t)} ; z\right)=\min _{z \in \mathcal{U}} L_{\operatorname{SimCos}}\left(w^{(t)} ; z\right), \tag{26}
\end{equation*}
$$

where $\mathcal{U} \triangleq\left\{e_{1}, \ldots, e_{N}\right\}$ represents the standard basis. This implies that we can reduce the search space from $\Delta$ to $\mathcal{U}$, and simplify estimations of the search direction as we proceed to show. We take such steepest decrease direction as the search direction, and denote it by

$$
\begin{equation*}
e_{*_{t}}=\arg \min _{z \in \mathcal{U}} L_{\operatorname{SimCos}}\left(w^{(t)} ; z\right) . \tag{27}
\end{equation*}
$$

Search Direction Estimation. We consider the following equivalent form of the search direction

$$
\begin{equation*}
e_{*_{t}}=\arg \min _{z \in \mathcal{U}} L_{\operatorname{SimCos}}\left(w^{(t)} ; z\right)-L_{\operatorname{SimCos}}\left(w^{(t)}\right) . \tag{28}
\end{equation*}
$$

Such form of search direction is useful to estimate the search direction, for the value of $L_{\text {SimCos }}\left(w^{(t)} ; z\right)-L_{\text {SimCos }}\left(w^{(t)}\right)$ shrinks in $t$. As we will show later, this property enables us to derive better concentration results for the search direction estimation. As the search direction is in the set $\mathcal{U}$, we only need to estimate $\left\{L_{\mathrm{SimCos}}\left(w^{(t)} ; e_{n}\right)\right\}_{n=1}^{N}$ and $L_{\mathrm{SimCos}}\left(w^{(t)}\right)$ so to locate $e_{*^{\prime}}$. Essentially, we need to estimate $\ell_{n}\left(w^{(t)}\right)$ and
$\nabla \ell_{n}\left(w^{(t)}\right)$ from the data samples $\left\{x^{(s)}\right\}_{s=1}^{t-1}$. We have similar challenges as in Section 3.1, i.e., data samples are not IID. We then address these challenges with a similar method: We estimate $L_{\text {SimCos }}\left(w^{(t)} ; e_{n}\right)-L_{\text {SimCos }}\left(w^{(t)}\right)$ as $g_{n}^{(t)}$ where $g_{n}^{(t)}$ is derived as $g_{n}^{(t)} \triangleq \dot{g}_{n}^{(t)}-\ddot{g}^{(t)}$ and

$$
\begin{align*}
& \dot{g}_{n}^{(t)}=\max _{i \in[N]} \frac{t+1}{t} \widehat{A}_{i}\left(w^{(t-1)}\right)-\frac{1}{t} \widehat{B}_{i}\left(w^{(t-1)} ; n\right)-\frac{\left(\widehat{\mu}_{i}^{(t-1)}\right)^{2}}{\left(\widehat{\mu}_{i}^{(t-1)}-o_{i}\right)^{2}}, \\
& \ddot{g}^{(t)}=\max _{i \in[N]} \widehat{A}_{i}\left(w^{(t-1)}\right)-\frac{\left(\widehat{\mu}_{i}^{(t-1)}\right)^{2}}{\left(\widehat{\mu}_{i}^{(t-1)}-o_{i}\right)^{2}}, \\
& \widehat{B}_{i}\left(w^{(t)} ; n\right)=\frac{1}{\left(\widehat{\mu}_{i}^{(t-1)}-o_{i}\right)^{2}} \frac{1}{t} \sum_{s \in[t]} \frac{P^{2}\left(x^{(s)}\right) \mathbf{1}_{\mathcal{E}_{i}}\left(x^{(s)}\right)}{Q^{2}\left(x^{(s)} ; w^{(t)}\right)} \frac{Q_{n}\left(x^{(s)}\right)}{Q\left(x^{(s)} ; w^{(t)}\right)}, \\
& \widehat{A}_{i}\left(w^{(t)}\right)=\frac{1}{\left(\widehat{\mu}_{i}^{(t-1)}-o_{i}\right)^{2}} \cdot \frac{1}{t} \sum_{s \in[t]} P^{2}\left(x^{(s)}\right) \mathbf{1}_{\mathcal{E}_{i}}\left(x^{(s)}\right)  \tag{29}\\
& Q^{2}\left(x^{(s)} ; w^{(t)}\right)
\end{align*}
$$

In the following theorem, we prove that the search direction can be estimated asymptotically accurate.
Theorem 5. Consider the MIS-Learning framework, where at round $t, t \in[T]$ take distribution $Q_{I_{t}}(x)$ to generate $x^{(t)}$. Then

$$
\begin{align*}
& \lim _{t \rightarrow \infty}\left\|\dot{g}_{n}^{(t)}-L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{n}\right)\right\|=0  \tag{30}\\
& \lim _{t \rightarrow \infty}\left\|\ddot{g}^{(t)}-L_{\operatorname{SimCos}}\left(w^{(t)}\right)\right\|=0 \tag{31}
\end{align*}
$$

Remark. Similar as Theorem 1, such asymptotic property owns much to the mixture parameter $w^{(t)}$.

Arm Selection.Now we outline how the SumVar algorithm in Algorithm 2 selects arm at each learning round. Based on $g_{n}^{(t)}, n \in[N]$, we estimate the steepest search direction using the LCB framework and we outline the arm selection in Algorithm 2. Selecting the parameter $c_{n}^{(t)}$ is closely related to the regret of Algorithm 2. ${ }^{3}$ We thus delay the selection in the next section, where we provide the detailed proofs of the regret.

```
Algorithm 2. SimCos MIS-Learning
    Input: \(N, w=\left(\frac{1}{N}, \ldots, \frac{1}{N}\right)\)
    for all \(t \leq N\) do
        Draw \(x^{(t)}\) according to the \(Q_{t}(x)\) and record history \(I_{t}\),
        \(Q_{n}\left(x^{(t)}\right)\) and \(\mathbf{1}_{\mathcal{E}_{n}}\left(x^{(t)}\right), n \in[N]\) for updating \(w^{(t)}\) and gradient
        estimation.
    for all \(t>N\) do
        Estimate \(\mu_{n}^{(t-1)}, n \in[N]\) by \(\widehat{\mu}_{n}^{(t-1)}=\frac{1}{t-1} \sum_{s \in[t-1]} \frac{P\left(x^{(s)}\right) \mathbf{1}_{n}\left(x^{(s)}\right)}{Q\left(x^{(s)} ; w^{(s)}\right)}\).
```

        For all arms \(n \in[N]\), compute \(g_{n}^{(t)}\), i.e., the estimated
        linear approximation of decreasing progress achieved by
        taking different arms at round \(t\) according to Eq. (29).
        Compute the LCB \(\underline{g}_{n}^{(t)}\), where \(\underline{g}_{n}^{(t)}=g_{n}^{(t)}-c_{n}^{(t)}\).
        Select arm \(I_{t} \in \arg \min _{n \in[N]} \underline{g}_{n}^{(t)}\).
        Record history \(I_{t}, Q_{n}\left(x^{(t)}\right)\) and \(\mathbf{1}_{\mathcal{E}_{n}}\left(x^{(t)}\right), n \in[N]\).
        Update \(w^{(t)} \leftarrow w^{(t-1)}+\frac{1}{t}\left(e_{I_{t}}-w^{(t-1)}\right)\).
    3. The derivation of $c_{n}$ in Algorithm 2 relies on $A_{i}, B_{i}$, and their moments, which is discussed in the next subsection. In the implementation, we take empirical estimations of these values. This will not affect our regret conclusion as its derivation utilizes the upper bounds of $A_{i}$, $B_{i}$, and their moments.
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### 4.2 Main Result on the Regret of SimCos Algorithm

To first decompose the regret, denote the optimal mixture as $w^{*}$, the optimal search direction as $e_{*_{t}}$, and the estimated search direction (i.e., the action direction) as $e_{I_{t}}$. Then we decompose the regret as follows:

$$
\begin{align*}
& \quad L_{\operatorname{SimCos}}\left(w^{(t+1)}\right)-L_{\operatorname{SimCos}}\left(w^{*}\right) \\
& \leq L_{\operatorname{SimCos}}\left(\frac{t w^{(t)}+e_{I_{t}}}{t+1}\right)-L_{\operatorname{SimCos}}\left(\frac{t w^{(t)}+e_{*_{t}}}{t+1}\right)  \tag{R1}\\
& +  \tag{R2}\\
& L_{\operatorname{SimCos}}\left(\frac{t w^{(t)}+e_{*_{t}}}{t+1}\right)-L_{\operatorname{SimCos}}\left(\frac{t w^{(t)}+w^{*}}{t+1}\right)  \tag{R3}\\
& \quad+L_{\operatorname{SimCos}}\left(\frac{t w^{(t)}+w^{*}}{t+1}\right)-L_{\operatorname{SimCos}}\left(w^{*}\right)
\end{align*}
$$

This decomposition has three parts. Part $R 1$ is the estimation error, and is essentially governed by the concentration of $g_{n}^{(t)}$ in estimating $L_{\mathrm{SimCos}}\left(w^{(t)} ; e_{n}\right)-L_{\mathrm{SimCos}}\left(w^{(t)}\right)$. Part $R 2+R 3$ is the approximation error, and is essentially governed by the convexity and smoothness of the objective $L_{\operatorname{SimCos}}(w)$. Next, similar as the SumVar case, we first establish two building blocks: (1) The strong convexity and smoothness properties of $L_{\text {SimCos }}(w)$ and its components; (2) The concentration property of $g^{(t)}$ in estimating $L_{\text {SimCos }}\left(w^{(t)} ; z\right)-L_{\text {SimCos }}\left(w^{(t)}\right)$. Then we apply these two blocks to bound the regret of Algorithm 2.

Convexity and Smoothness of $L_{\text {SimCos }}(w)$ and its Components. As an immediate consequence of Theorem 2, we can derive the strong convexity and smoothness of $\ell_{n}(w), n \in[N]$, i.e., the components of $L_{\text {SimCos }}(w)$ :
Corollary 1. If $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ has a $\xi$-similarity, then $\ell_{n}(w), n \in[N]$ in Eq. (10) is $\alpha_{n}$-strongly convex and $\beta_{n}$-smooth, where

$$
\begin{equation*}
\alpha_{n}=\frac{2 \mu_{n}^{2}}{\xi^{2}\left(\mu_{n}-o_{n}\right)^{2}} \text { and } \beta_{n}=\frac{2 \xi^{3} \mu_{n}}{\left(\mu_{n}-o_{n}\right)^{2}} \tag{32}
\end{equation*}
$$

Such convexity and smoothness of $\ell_{n}(w), n \in[N]$ guarantee the convexity of $L_{\text {SimCos }}(w)$ :
Corollary 2. If $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ has a $\xi$-similarity, then $L_{\operatorname{SimCos}}(w)$ in Eq. (14) is $\alpha^{\prime}$-strongly convex, where

$$
\begin{equation*}
\alpha^{\prime} \triangleq \min _{n \in[N]} \alpha_{n}=\min _{n \in[N]} \frac{2 \mu_{n}^{2}}{\xi^{2}\left(\mu_{n}-o_{n}\right)^{2}} \tag{33}
\end{equation*}
$$

Remark. Corollary 1 and 2 quantify the impact of $\xi$-similarity on the strong convexity and smoothness of $L_{\text {SimCos }}(w)$ and its components. Also note that the tight approximation mentioned in Lemma 1 is guaranteed by the strong convexity and smoothness of $\ell_{n}(w), n \in[N]$.

Concentration Property of $g_{n}^{(t)}$. The preciseness and efficiency of the linear approximation decreasing progress estimator $g_{n}^{(t)}$ directly affect Algorithm 2's performance in minimizing the objective. In the following theorem, we characterize how well $g_{n}^{(t)}$ concentrates around the $L_{\text {SimCos }}\left(w^{(t)} ; e_{n}\right)-L_{\text {SimCos }}\left(w^{(t)}\right)$.
Theorem 6. Assume $x \sim Q\left(x ; w^{(t-1)}\right)$ for both $\mathbb{E}$ and $\mathbb{V}$. For any random variable $X(x)$ define $\widetilde{X}(x) \triangleq X(x)-\mathbb{E} X(x)$ and $\varphi(X(x)) \triangleq$ $\frac{2 \ln \left(8 / \zeta^{(t)}\right)}{3 t^{3}} \max \widetilde{X}(x)+\sqrt{\frac{2 \ln \left(8 / \zeta^{(t)}\right)}{A^{t}} \mathbb{V} \widetilde{X}(x)}$. Suppose $\zeta^{(t)}$ and $\epsilon^{(t)}$ satisfy:

$$
\begin{cases}\zeta^{(t)}=T_{0}^{-2}, \epsilon_{n}^{(t)}=\frac{C_{1}}{t+1}, & \text { if } t \leq T_{0} \\ \zeta^{(t)}=t^{-2}, \epsilon_{n}^{(t)}=\max _{k \in[N]} \frac{1}{t+1}\left(a_{k}^{(t)}+b_{k, n}^{(t)}\right), & \text { if } t>T_{0}\end{cases}
$$

where $A_{i}\left(x ; w^{(t)}\right)=\frac{1}{\left(\mu_{i}-o_{i}\right)^{2}} \frac{P^{2}(x) \mathbf{1}_{\mathcal{E}_{i}}(x)}{Q^{2}\left(x ; w^{(t)}\right)}, B_{i}\left(x ; w^{(t)} ; n\right)=\frac{1}{\left(\mu_{i}-o_{i}\right)^{2}}$ $\frac{P^{2}(x) \mathbf{1}_{\mathcal{E}_{i}}(x) Q_{n}(x)}{Q^{3}\left(x ; w^{(t)}\right)}, \quad a_{i}^{(t)}=\varphi\left(A_{i}\left(x ; w^{(t)}\right)\right), \quad b_{i, n}^{(t)}=\varphi\left(B_{i}\left(x ; w^{(t)} ; n\right)\right)$, $C_{1}=\max _{k \in[N]} \frac{2 \xi^{2} \mu_{k}}{\left(\mu_{k}-o_{k}\right)^{2}}+\max _{k \in[N]} \frac{2 \xi^{3}}{\left(\mu_{k}-o_{k}\right)^{2}}$.

Then, it holds that

$$
\begin{aligned}
& \mathbb{P}\left[g_{n}^{(t)}-\left(L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{n}\right)-L_{\operatorname{SimCos}}\left(w^{(t)}\right)\right) \leq \epsilon_{n}^{(t)}\right] \leq \zeta^{(t)} \\
& \mathbb{P}\left[g_{n}^{(t)}-\left(L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{n}\right)-L_{\operatorname{SimCos}}\left(w^{(t)}\right)\right) \geq-\epsilon_{n}^{(t)}\right] \leq \zeta^{(t)}
\end{aligned}
$$

Remark. We need to point out that $a_{i}^{(t)}+b_{i, n}^{(t)}=O$ $\left(\sqrt{\xi^{3} \frac{\ln \left(8 / \zeta^{(t)}\right)}{t}}\right)$ and $C_{1}=O\left(\xi^{3}\right)$. Therefore, Theorem 6 reveals the impact of $\xi$-similarity on the concentration of estimation.

Regret Upper Bound. With the regret decomposition and above two building blocks, we now select the parameter of Algorithm 2 and prove its regret upper bound. We leave the detailed proof in the later discussion.

## Theorem 7 (Regret upper bound of SimCos algorithm).

 Suppose $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ has a " $\xi$-similarity". For MIS-Learning problem with cost measure $L_{\text {SimCos }}$ in Eq. (14), after $T$ steps of the SimCos algorithm, with the choice of $c_{n}^{(t)}=\epsilon_{n}^{(t)}$ and$$
\zeta^{(t)}= \begin{cases}T_{0}^{-2}, & \text { if } t \leq T_{0} \\ t^{-2}, & \text { if } t>T_{0}\end{cases}
$$

the following holds:

$$
\begin{align*}
\mathbb{E}\left[R_{T}\right] \leq & O\left(\xi^{3}\right) \frac{1}{T}+O\left(\beta^{\prime}+\xi^{3}\right) \frac{\ln T}{T} \\
& +O\left(\xi^{3}\right) \frac{(\ln T)^{2}}{T}+O\left(\xi^{5 / 2}\right) \sqrt{\frac{\ln T}{T}} \tag{34}
\end{align*}
$$

Remark. Theorem 7 shows that the regret upper bound is proportional to the $\xi$-similarity. It also reveals that a small $\xi$ implies a fast convergence to the optimal mixture.

## 5 Regret Analysis of MIS-Learning Algorithms

In this section, we present a detailed analysis and proof for regret upper bounds of the SumVar and SimCos algorithms. Due to the page limit, we leave proofs of all claims in the appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TMC.2021.3074920.

### 5.1 Convexity and Smoothness Analysis

We start with proving Theorem 2, which states the convexity and smoothness of $L_{\text {SumVar }}$. Then, we apply a similar method to analyze the convexity and smoothness of $L_{\text {SimCos }}$. Proof of Theorem 2. For simplicity, we let $x \sim Q$ represent $x \sim$ $Q(x ; w)$ and $x \sim P$ represent $x \sim P(x)$ in the proof. Then
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$$
\begin{align*}
\sigma_{n}^{2}(w) & =\mathbb{V}_{x \sim Q}\left[\mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P(x)}{Q(x ; w)}\right]=\mathbb{E}_{x \sim Q}\left[\mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P^{2}(x)}{Q^{2}(x ; w)}\right]-\mu_{n}^{2} \\
& =\sum_{x \in \Omega} \mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P^{2}(x)}{Q(x ; w)}-\mu_{n}^{2} . \tag{44}
\end{align*}
$$

Denote $Q(x)=\left(Q_{1}(x), \ldots, Q_{N}(x)\right)$, the gradient of $\sigma_{n}^{2}$ becomes

$$
\begin{align*}
\nabla \sigma_{n}^{2} & =-\underset{x \sim Q}{\mathbb{E}} \mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P^{2}(x)}{Q^{3}(x ; w)} Q(x)  \tag{45}\\
& =-\sum_{x \in \Omega} \mathbf{1}_{\mathcal{E}_{n}}(x) \frac{P^{2}(x)}{Q^{2}(x ; w)} Q(x) . \tag{36}
\end{align*}
$$

The gradient of $\nabla\left(\sum_{n \in[N]} \sigma_{n}^{2}\right)$, which is also the Hessian matrix of $L_{\text {SumVar }}(w)$ in Eq. (12), can be derived as

$$
\begin{equation*}
H(w)=2 \sum_{x \in \Omega} \frac{P^{2}(x) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q^{3}(x ; w)} Q(x) Q(x)^{\top} . \tag{37}
\end{equation*}
$$

(1) For the convexity, we have the following:

$$
\begin{equation*}
Q(x) Q(x)^{\top} \succeq 0 \Rightarrow H(w) \succeq 0 . \tag{38}
\end{equation*}
$$

(2) For the $\alpha$-strongly convexity, we can derive

$$
\begin{gather*}
H(w) \succeq \alpha I  \tag{48}\\
\Leftrightarrow \forall z \in \Delta, \quad z^{\top} H(w) z \geq \alpha z^{\top} z=\alpha ; \\
\Leftrightarrow \forall z \in \Delta, \quad \sum_{x \in \Omega} \frac{P^{2}(x) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q^{3}(x ; w)} Q^{2}(x ; z) \geq \frac{\alpha}{2} ; \tag{40}
\end{gather*}
$$

$\Leftrightarrow \forall z \in \Delta, \quad \mathbb{E}_{x \sim P} \frac{P(x) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)}\left\{\frac{Q(x ; z)}{Q(x ; w)}\right\}^{2} \geq \frac{\alpha}{2}$.

By the definition of $\xi$-similarity, we have $\frac{1}{\xi} \leq \frac{Q(x ; z)}{Q(x ; w)} \leq \xi$. Then

$$
\begin{equation*}
\underset{x \sim P}{\mathbb{E}} \frac{P(x) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)}\left\{\frac{Q(x ; z)}{Q(x ; w)}\right\}^{2} \geq \frac{1}{\xi^{2}} \underset{x \sim P}{\mathbb{E}} \frac{P(x) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)} . \tag{51}
\end{equation*}
$$

Using the Cauchy-Schwarz inequality, we have

$$
\begin{align*}
& \sum_{x \in \Delta} \frac{P^{2}(x) \sum_{n \in[\mathbb{N}]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)} \sum_{x \in \Delta}\left[Q(x ; w) \sum_{n \in[\mathbb{N}} \mathbf{1}_{\mathcal{E}_{n}}(x)\right]  \tag{52}\\
\geq & {\left[\sum_{x \in \Delta}\left(P(x) \sum_{n \in[\mathbb{N}]} \mathbf{1}_{\mathcal{E}_{n}}(x)\right)\right]^{2}=\left(\mathbb{E}_{x \sim P} \sum_{n \in[\mathbb{N}]} \mathbf{1}_{\mathcal{E}_{n}}(x)\right)^{2} } \\
= & \left(\sum_{n \in[\mathbb{N}]} \mu_{n}\right)^{2} .
\end{align*}
$$

Note that $\sum_{x \in \Delta}\left[Q(x ; w) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)\right] \leq N \sum_{x \in \Delta} Q(x ; w)=N$. Combining with Eq. (42), we have the following:

$$
\underset{x \sim P}{\mathbb{E}} \frac{P(x) \sum_{n \in[\mathbb{N}} \mathbf{1}_{\varepsilon_{n}}(x)}{Q(x ; w)}=\sum_{x \in A} \frac{P^{2}(x) \sum_{n \in[\mathbb{N}]} \mathbf{1}_{\varepsilon_{n}}(x)}{Q(x ; w)} \geq \frac{\left(\sum_{n \in[\mathbb{N}]} \mu_{n}\right)^{2}}{N} .
$$

Hence, we can take $\alpha$ as

$$
\alpha=\frac{2}{N \xi^{2}}\left(\sum_{n \in[N]} \mu_{n}\right)^{2} .
$$

(3) About the $\beta$-smoothness, it suffice to show

$$
H(w) \preceq \beta I
$$

$$
\Leftrightarrow \forall z \in \Delta, \quad z^{\top} H(w) z \leq \beta z^{\top} z=\beta
$$

$\Leftrightarrow \forall z \in \Delta, \quad \sum_{x \in \Omega} \frac{P^{2}(x) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q^{3}(x ; w)} Q^{2}(x ; z) \leq \frac{\beta}{2} ;$
$\Leftrightarrow \forall z \in \Delta, \quad \mathbb{E}_{x \sim P} \frac{P(x) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)}\left\{\frac{Q(x ; z)}{Q(x ; w)}\right\}^{2} \leq \frac{\beta}{2}$.
By the definition of $\xi$-similarity, we have
$\underset{x \sim P}{\mathbb{E}} \frac{P(x) \sum_{n \in[N} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)}\left\{\frac{Q(x ; z)}{Q(x ; w)}\right\}^{2}$
$\leq \xi^{2} \underset{x \sim P}{\mathbb{E}} \frac{P(x) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)} t \leq \xi^{2} \sum_{n \in[N]} \underset{x \sim P}{\mathbb{E}} \frac{P(x) \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)}$.

As $Q_{n}(x)$ is $\mathcal{E}_{n}{ }^{\text {s }}$ "customized" IS distribution, it simulates $\mathcal{E}_{n}$ 's occurrences more often than the natural distribution $P(x)$ does, i.e., $Q_{n}(x) \mathbf{1}_{\mathcal{E}_{n}}(x) \geq P(x) \mathbf{1}_{\mathcal{E}_{n}}(x) .{ }^{4}$ Hence, if $\mathbf{1}_{\mathcal{E}_{n}}$ $(x)=1$, we have

$$
\begin{equation*}
Q(x ; w) \geq w_{n} Q_{n}(x)+\left(1-w_{n}\right) \frac{1}{\xi} Q_{n}(x) \geq \frac{1}{\xi} P(x) . \tag{49}
\end{equation*}
$$

Therefore, $\frac{P(x)}{Q(x ; w)} \mathbf{1}_{\mathcal{E}_{n}}(x) \leq \xi \mathbf{1}_{\mathcal{E}_{n}}(x)$, and we have

$$
\begin{equation*}
\mathbb{E}_{x \sim P} \frac{P(x) \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)} \leq \xi \mathbb{E}_{x \sim P} \mathbf{1}_{\mathcal{E}_{n}}(x)=\xi \mu_{n} \tag{41}
\end{equation*}
$$

$\mathbb{E}_{x \sim P} \frac{P(x) \sum_{n \in[N]} \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q(x ; w)}\left\{\frac{Q(x ; z)}{Q(x ; w)}\right\}^{2} \leq \xi^{3} \sum_{n \in[N]} \mu_{n} \leq \frac{\beta}{2}$.

We can take $\beta$ as

$$
\beta=2 \xi^{3} \sum_{n \in[N]} \mu_{n}
$$

This completes the proof of Theorem 2.
Corollary 1 states the convexity and smoothness of $\ell_{n}(w)$, $n \in[N]$, i.e., components of $L_{\text {SimCos }}(w)$. It can be considered as a special case of Theorem 2 with $N=1$, i.e., $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$
4. $\mathcal{E}_{n}$ 's optimal IS distribution is $Q_{n}^{*}(x)=P(x) \mathbf{1}_{\mathcal{E}_{n}}(x) / \mu_{n}$, where $\mu_{n}$ is very small. Compare to $P(x), Q_{n}^{*}(x)$ shifts probabilities from unimportant profiles $x$ (i.e., $\mathbf{1}_{\mathcal{E}_{n}}(x)=0$ ) to important ones (i.e., $\left.\mathbf{1}_{\mathcal{E}_{n}}(x)=1\right)$. Thus, $Q_{n}(x)>P(x)$ if $\mathbf{1}_{\mathcal{E}_{n}}(x)=1$. This can be easily satisfied if
(43) $\quad Q_{n}(x)$ is customized for $\mathcal{E}_{n}$ and so well approximates $Q_{n}^{*}(x)$. For the design of $Q_{n}(x)$, please refer to [9].
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contains a single event. The proof follows the same way as Theorem 2.

Corollary 2 reveals the convexity and smoothness of $L_{\text {SimCos }}$. It can be proved using the strong convexity of $\ell_{n}(w)$ in Corollary 1 and the pointwise maximum property of $L_{\text {SimCos }}(w)$.

### 5.2 Regret Analysis for SumVar Algorithm

We provide the complete analysis for the regret upper bound of SumVar algorithm and state the derivation of Theorem 4.

Let $I_{t}$ denote the index of arm selected by $\mathcal{A}$ at round $t$. Recall that $e_{I_{s}}$ represents the estimated search direction (i.e., the action direction) at round $s$, and $w^{(t)}=$ $\frac{1}{t} \sum_{s \in[t]} e_{I_{s}}$ denotes the empirical distribution of arm selections. We can derive the following recurrence:

$$
\begin{equation*}
w^{(t+1)}=\frac{t w^{(t)}+e_{I_{t+1}}}{t+1}=w^{(t)}+\frac{e_{I_{t+1}}-w^{(t)}}{t+1} \tag{53}
\end{equation*}
$$

Let $w^{*}$ be the optimal mixture

$$
\begin{equation*}
w^{*}=\arg \min _{w \in \Delta} L_{\mathrm{SumVar}}(w), \tag{54}
\end{equation*}
$$

and define $e_{*_{t+1}}$ as the following minimizer:

$$
\begin{equation*}
e_{*_{t+1}}=\arg \min _{z \in \Delta} z^{\top} \nabla L_{\mathrm{SumVar}}\left(w^{(t)}\right) \tag{55}
\end{equation*}
$$

which is also the steepest descent direction of $L_{\mathrm{SumVar}}\left(w^{(t)}\right)$ with respect to the standard basis. Note that $e_{*_{t+1}}$ is our desired search direction, and we estimate it with $e_{I_{t+1}}$ based on historical observations. For convenience, denote

$$
\begin{equation*}
\varepsilon^{(t+1)}=\nabla L_{\mathrm{S} u m \operatorname{Var}}\left(w^{(t)}\right)^{\top}\left(e_{I_{t+1}}-e_{*_{t+1}}\right) . \tag{56}
\end{equation*}
$$

The regret analysis of the SumVar algorithm in Theorem 4 can be divided into the following five steps.

Step 1: By the convexity and smoothness of $L_{\text {SumVar }}(w)$, we first partition the regret $R_{T}$ and show that

$$
\begin{equation*}
R_{T}=\frac{1}{T}\left[\sum_{s \in[T]} \frac{\beta}{s}+\sum_{s \in[T]} \varepsilon^{(s)}\right] \leq \beta \frac{\ln T}{T}+\frac{1}{T} \sum_{s \in[T]} \varepsilon^{(s)} . \tag{57}
\end{equation*}
$$

We first claim the following recurrence:
Claim 1. $(t+1) R_{t+1} \leq t R_{t}+\frac{\beta}{(t+1)}+\varepsilon^{(t+1)}$.
Claim 1 implies the following:

$$
\begin{equation*}
(t+1) R_{t+1} \leq \sum_{s \in[t+1]} \frac{\beta}{s}+\sum_{s \in[t+1]} \varepsilon^{(s)} \tag{58}
\end{equation*}
$$

Then step 1 is finished by setting $t+1=T$.
Step 2: To bound $R_{T}$, we consider utilizing the concentration property of $g^{(t)}$ to bound $\sum_{s \in[T]} \varepsilon^{(s)}$.

We start by looking at $c_{n}^{(t)}$, i.e., the confidence bound of estimating $\left.\nabla L_{\text {SumVar }}\left(w^{(t)}\right)\right|_{n}$ with $g_{n}^{(t)}$, which affects the
accuracy of estimating $e_{*_{t}}$ with $e_{I_{t}}$ when $n=I_{t}$. The next claim reveals the relationship between $c_{I_{t}}^{(t)}$ and $\varepsilon^{(t+1)}$ :
Claim 2. Assume $c_{n}^{(t)}$ satisfies

$$
\begin{gather*}
\mathbb{P}\left[g_{n}^{(t)}-\left.\nabla L_{\text {SumVar }}\left(w^{(t)}\right)\right|_{n} \geq c_{n}^{(t)}\right] \leq \zeta^{(t)},  \tag{59}\\
\mathbb{P}\left[g_{n}^{(t)}-\left.\nabla L_{\text {SumVar }}\left(w^{(t)}\right)\right|_{n} \leq-c_{n}^{(t)}\right] \leq \zeta^{(t)} . \tag{60}
\end{gather*}
$$

Then with a probability at least $1-2 \zeta^{(t)}, \varepsilon^{(t+1)} \leq 2 c_{I_{t+1}}^{(t)}$.
Next, we derive the expression of $c_{n}^{(t)}$. Theorem 3 implies that Eqs. (59) and (60) are satisfied if $c_{n}^{(t)}=\epsilon_{n}^{(t)}$, where $\epsilon_{n}^{(t)}$ is defined in Theorem 3.
Proof of Theorem 3. This can be proved using the Bernstein Inequality [17].

Recall that $g_{n}^{(t)}=\frac{-1}{t-1} \sum_{s \in[t-1]} Z_{n}\left(x^{(s)}\right)$ and $\left.\nabla L_{\text {SumVar }}\left(w^{(t)}\right)\right|_{n}=$ $-\mathbb{E} Z_{n}(x)$. Then by $P(x) \mathbf{1}_{\mathcal{E}_{n}}(x) \leq Q_{n}(x) \mathbf{1}_{\mathcal{E}_{n}}(x)$ and the definition of $\xi$-similarity, we have:

$$
\begin{align*}
\frac{P(x) \mathbf{1}_{\mathcal{E}_{n}}(x)}{Q\left(x ; w^{(t-1)}\right)} & \leq \frac{Q_{n}(x) \mathbf{1}_{\mathcal{E}_{n}}(x)}{w_{n}^{(t-1)} Q_{n}(x)+\sum_{i \neq n} w_{i}^{(t-1)} Q_{i}(x)} \\
& \leq \frac{Q_{n}(x) \mathbf{1}_{\mathcal{E}_{n}}(x)}{w_{n}^{(t-1)} Q_{n}(x)+\left(1-w_{n}^{(t-1)}\right) \frac{1}{\xi} Q_{n}(x)} \leq \xi \mathbf{1}_{\mathcal{E}_{n}}(x) . \tag{61}
\end{align*}
$$

Therefore, we obtain an upper bound of $Z_{n}(x)$ as follows:

$$
\begin{align*}
& Z_{n}(x)=\sum_{i \in[N]} \frac{P^{2}(x) \mathbf{1}_{\mathcal{E}_{i}}(x) Q_{n}(x)}{Q^{3}\left(x ; w^{(t-1)}\right)} \\
& \leq \sum_{i \in[N]} \frac{Q_{n}^{2}(x) \mathbf{1}_{\mathcal{E}_{i}}(x) Q_{n}(x)}{Q^{3}\left(x ; w^{(t-1)}\right)} \leq \xi^{3} \sum_{i \in[N]} \mathbf{1}_{\mathcal{E}_{i}}(x) \leq N \xi^{3} . \tag{62}
\end{align*}
$$

Similarly, we can also bound $\mathbb{E} Z_{n}(x)$ and $\mathbb{E} Z_{n}^{2}(x)$

$$
\begin{align*}
& \mathbb{E} Z_{n}(x)=\sum_{i \in[N]} \sum_{x \in \Omega} \frac{P^{2}(x) \mathbf{1}_{\mathcal{E}_{i}}(x) Q_{n}(x)}{Q^{2}\left(x ; w^{(t-1)}\right)} \\
& \leq \sum_{i \in[N]} \sum_{x \in \Omega} \frac{P(x) Q_{i}(x) \mathbf{1}_{\mathcal{E}_{i}}(x) Q_{n}(x)}{Q^{2}\left(x ; w^{(t-1)}\right)} \leq \xi^{2} \sum_{i \in[N]} \mu_{i} \tag{63}
\end{align*}
$$

$\mathbb{E} Z_{n}^{2}(x)=\sum_{x \in \Omega} \frac{P^{4}(x)\left(\sum_{i \in[N]} \mathbf{1}_{\mathcal{E}_{i}}(x)\right)^{2} Q_{n}^{2}(x)}{Q^{5}\left(x ; w^{(t-1)}\right)}$
$\leq \sum_{i, j \in[N]} \sum_{x \in \Omega} \frac{P(x) Q_{i}^{2}(x) Q_{j}(x) \mathbf{1}_{\mathcal{E}_{i}}(x) \mathbf{1}_{\mathcal{E}_{j}}(x) Q_{n}^{2}(x)}{Q^{5}\left(x ; w^{(t-1)}\right)}$
$\leq \xi^{5} \sum_{i, j \in[N]} \sum_{x \in \Omega} \mathbf{1}_{\mathcal{E}_{i}}(x) \mathbf{1}_{\mathcal{E}_{j}}(x) P(x) \leq N \xi^{5} \sum_{i \in[N]} \mu_{i}$.
By centering $Z_{n}(x)$, we have

$$
\begin{equation*}
\mathbb{V}\left[Z_{n}(x)-\mathbb{E} Z_{n}(y)\right] \leq N \xi^{5} \sum_{i \in[N]} \mu_{i} \tag{65}
\end{equation*}
$$

$$
\begin{equation*}
\left|Z_{n}(x)-\mathbb{E} Z_{n}(y)\right| \leq N \xi^{3} . \tag{66}
\end{equation*}
$$

Hence, $Z_{n}^{\max } \leq N \xi^{3}$. For presentation convenience, denote

$$
\phi=-\frac{t\left(\epsilon_{n}^{(t)}\right)^{2}}{2 Z_{n}^{\max } \epsilon_{n}^{(t)} / 3+2 \mathbb{V} Z_{n}} .
$$

Then by the Bernstein inequality, we

$$
\begin{aligned}
\mathbb{P}\left[\frac{1}{t} \sum_{s \in[t]} Z_{n}\left(x^{(s)}\right)-\mathbb{E} Z_{n}(y) \geq \epsilon_{n}^{(t)}\right] & \leq e^{\phi} \\
\mathbb{P}\left[\frac{1}{t} \sum_{s \in[t]} Z_{n}\left(x^{(s)}\right)-\mathbb{E} Z_{n}(y) \leq-\epsilon_{n}^{(t)}\right] & \leq e^{\phi}
\end{aligned}
$$

We derive $\epsilon_{n}$ and complete the proof by solving $\phi=\ln \zeta^{(t)}$.
Finally, we bound $c_{n}^{(t)}$ by the following claim:
Claim 3. With the choice of $c_{n}^{(t)}=\epsilon_{n}^{(t)}$, we have

$$
c_{n}^{(t)} \leq \begin{cases}\frac{4}{3} N \xi^{3} \frac{\ln \left(1 / \zeta^{(t)}\right)}{t}, & \text { if } \frac{\ln \left(1 / \zeta^{(t)}\right)}{t} \geq \frac{9 \sum_{m \in\left[N^{N}\right.} \mu_{m}}{4 N \xi} ; \\ 2 \sqrt{N \xi^{5} \sum_{m \in[N]} \mu_{m} \frac{\ln \left(1 / \zeta^{(t)}\right)}{t}}, & \text { otherwise }\end{cases}
$$

where $\epsilon_{n}^{(t)}$ is defined in Theorem 3.
Remark. Combine Claim 2, 3 and Theorem 3, we see that with the choice of $c_{n}^{(t)}$ in Theorem 3, the regret $R_{T}$ converges at a rate of $O\left(\frac{1}{T} \sum_{t} c_{I_{t}}^{(t)}\right)$ and the bound of $c_{I_{t}}^{(t)}$ is given by Claim 3.

Step 3: Next, we show that $R_{T}$ can converge at a faster rate of $O\left(\frac{1}{T} \sum_{t}\left(c_{I_{t}}^{(t)}\right)^{2}\right)$ instead of $O\left(\frac{1}{T} \sum_{t} c_{I_{t}}^{(t)}\right)$.

Denote $\eta$ as the distance from $w^{*}$ to $\partial \Delta$, i.e., the boundary of $\Delta$. We change the recurrence in Claim 1 as follows:
Claim 4. Denote $\psi(x)=x^{2}-\sqrt{2 \alpha \eta^{2}} x$. Then

$$
(t+1) R_{t+1} \leq t R_{t}+\frac{\left(\varepsilon^{(t+1)}\right)^{2}}{2 \alpha \eta^{2}}+\frac{\beta}{t+1}+\left[\psi\left(\sqrt{R_{t}}\right)-\psi\left(\frac{\varepsilon^{(t+1)}}{\sqrt{2 \alpha \eta^{2}}}\right)\right] .
$$

Let $c^{(t)} \triangleq \max _{n \in[N]} c_{n}^{(t)}$. Claim 3 can be applied to derive an upper bound for $c_{n}^{(t)}$ and $c^{(t)}$. We next utilize $c^{(t)}$ and Claim 4 to bound $R_{T}$.
Claim 5. Assume we select $\zeta^{(t)}$ properly such that

$$
\frac{1}{t} \sum_{s \in[t]}\left(c^{(t)}\right)^{2} \geq\left(c^{(t+1)}\right)^{2}
$$

Then with a probability at least $1-N \sum_{t} \zeta^{(t)}$ it holds that:
$T R_{T} \leq \frac{\alpha \eta^{2}}{2}+\frac{\pi^{2} \beta^{2}}{3 \alpha \eta^{2}}+\beta \ln T+\frac{8 \beta}{\alpha \eta^{2}} \sum_{t \in[T]} \frac{c^{(t)}}{t}+\frac{8}{\alpha \eta^{2}} \sum_{t \in[T]}\left(c^{(t)}\right)^{2}$.

Step 4: Now we discuss how to select $\zeta^{(t)}$ to guarantee that $\frac{1}{t} \sum_{s \in[t]}\left(c^{(t)}\right)^{2} \geq\left(c^{(t+1)}\right)^{2}$, and bound $\sum_{t}\left(c^{(t)}\right)^{2}$ and $\sum_{t} c^{(t)}$.

From the previous discussion, Claim 3 gives the upper bound of $c^{(t)}$. Observe that $\frac{1}{t} \sum_{s \in[t]}\left(c^{(t)}\right)^{2} \geq\left(c^{(t+1)}\right)^{2}$ is achieved if $c^{(t)}$ decreases in $t$. And we need the lower bound probability $1-N \sum_{t} \zeta^{(t)}$ to be large enough. We select $\zeta^{(t)}$ and bound $\sum_{t}\left(c^{(t)}\right)^{2}$ and $\sum_{t} c^{(t)}$ by the following:

Claim 6. With the choice of $\zeta^{(t)}= \begin{cases}T_{0}^{-2}, & \text { if } t \leq T_{0} ; \\ t^{-2}, & \text { if } t>T_{0} .\end{cases}$ If $c^{(t)}=\frac{4}{3} N \xi^{3} \frac{\ln \left(1 / \zeta^{(t)}\right)}{t}$, we have

$$
\left\{\begin{array}{c}
\sum_{t \in[T]}\left(c^{(t)}\right)^{2} \leq \frac{64 N^{2} \xi^{6}}{9}\left[\frac{\pi^{2}\left(\ln T_{0}\right)^{2}}{6}+2\right] \\
\sum_{t \in[T]} \frac{c^{(t)}}{t} \leq \frac{8 N \xi^{3}}{3}\left[\frac{\pi^{2} \ln T_{0}}{6}+1\right]
\end{array}\right.
$$

If $c^{(t)}=2 \sqrt{N \xi^{5} \sum_{m} \mu_{m}} \sqrt{\frac{\ln \left(1 / \zeta^{(t)}\right)}{t}}$, we have

$$
\left\{\begin{aligned}
& \sum_{t \in[T]}\left(c^{(t)}\right)^{2} \leq 4 N \xi^{5} \sum_{m} \mu_{m}\left[\left(\ln T_{0}\right)^{2}+(\ln T)^{2}\right] \\
& \sum_{t \in[T]} \frac{c^{(t)}}{t} \leq \sqrt{8 N \xi^{5} \sum_{m} \mu_{m}}\left\{(2+\sqrt{2}) \sqrt{\ln T_{0}}\right. \\
&+\sqrt{2 \pi} \operatorname{er} f(\sqrt{\ln T / 2})\}
\end{aligned}\right.
$$

Step 5: Now we show the formal regret upper bound of the SumVar algorithm proposed in Theorem 4.

## Proof of Theorem 4. Note that

$$
\begin{equation*}
\left\|\nabla L_{\text {SumVar }}[w]\right\|_{\infty}=\max _{n \in[N], x \in \Delta}\left|\mathbb{E} Z_{n}(x)\right| \leq \xi^{2} \sum_{i \in[N]} \mu_{i} \tag{67}
\end{equation*}
$$

With a probability at most $N \sum_{t} \zeta^{(t)} \leq \frac{2 N}{T_{0}}$, we have

$$
\begin{align*}
& R_{T}=L_{\mathrm{SumVar}}(w)-L_{\mathrm{SumVar}}\left(w^{*}\right) \\
& \leq \nabla L_{\mathrm{SumVar}}(w)^{\top}\left(w-w^{*}\right) \leq\left\|\nabla L_{\mathrm{SumVar}}(w)\right\|_{2}\left\|w-w^{*}\right\|_{2}  \tag{68}\\
& \leq \sqrt{N}\left\|\nabla L_{\mathrm{S} u m V a r}(w)\right\|_{\infty} \leq \sqrt{N} \xi^{2} \sum_{i \in[N]} \mu_{i} .
\end{align*}
$$

Also, with a probability at least $1-N \sum_{t} \zeta^{(t)}$, we have the bound of $R_{T}$ in Claim 5. By plugging bounds of $\sum_{t}\left(c^{(t)}\right)^{2}$ and $\sum_{t} \frac{c^{(t)}}{t}$ into Claim 5, we complete the proof.

### 5.3 Regret Analysis for SimCos Algorithm

We provide the complete analysis for the regret upper bound of the SimCos algorithm, which learns the optimal mixture $w^{*}$

$$
\begin{equation*}
w^{*}=\underset{w \in \Delta}{\arg \min } L_{\operatorname{SimCos}}(w)=\underset{w \in \Delta}{\arg \min } \underset{i \in[N]}{\arg \max } \ell_{i}(w) \tag{69}
\end{equation*}
$$

When updating $w^{(t+1)}$ by $w^{(t+1)}=\frac{t w^{(t)}+z}{t+1}$, the SimCos algorithm first locates the search direction as $z=e_{*_{t}}$, then estimates $e_{*_{t}}$ by $e_{I_{t}}$. Next, we will show the reasonability in locating the search direction $e_{*_{t}}$ and the regret bound of $e_{I_{t}}$ in learning $w^{*}$.
(1) Reasonability in Locating the Search Direction.

To locate the search direction $z$ to update $w^{(t+1)}$, we consider $e_{*_{t}}=\arg \min _{z \in \Delta} L_{\operatorname{SimCos}}\left(w^{(t)} ; z\right)$. The reason is that Lemma 1 implies that $z^{\prime} \mathrm{s}$ potential in minimizing $L_{\mathrm{S} i m C o s}\left(w^{(t)} ; z\right)$ approximately measures $z$ 's potential in decreasing $L_{\text {Sim }}$ $\operatorname{Cos}\left(w^{(t)}\right)$, and the approximation error decrease at a rate of $\frac{1}{t^{2}}$. We first give the proof of Lemma 1:
Proof of Lemma 1. Specifically, we can show that

$$
L_{\mathrm{S} i m C o s}\left(w^{(t)} ; z\right)-L_{\mathrm{S} i m C o s}\left(w^{(t+1)}\right) \in\left[-\frac{\beta^{\prime}}{2},-\frac{\alpha^{\prime}}{2}\right] \cdot\left\|\frac{z-w^{(t)}}{t+1}\right\|_{2}^{2}
$$

where $\alpha^{\prime}=\min _{n \in[N]} \alpha_{n}, \beta^{\prime}=\max _{n \in[N]} \beta_{n}$. As $L_{\text {SimCos }}(w)$ is the pointwise maxima of $\alpha_{n}$-strong convex and $\beta_{n}$ smooth components $\ell_{n}(w), n \in[N]$, its linearization $L_{\text {SimCos }}$ $\left(w^{(t)} ; z\right)$
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has the above properties. More details can be found in [16].
Let $\mathcal{U} \triangleq\left\{e_{1}, \ldots, e_{N}\right\}$ represent the standard basis. We claim that the search space of $e_{*_{t}}$ can be reduced from $\Delta$ to $\mathcal{U}$, i.e.,:
Claim 7. $\min _{z \in \Delta} L_{\text {SimCos }}\left(w^{(t)} ; z\right)=\min _{z \in \mathcal{U}} L_{\text {SimCos }}\left(w^{(t)} ; z\right)$.
We reorganize $e_{*_{t}}$ and thus get the desired search direction in Eq. (28), i.e., $e_{*_{t}}=\arg \min _{z \in \mathcal{U}} L_{\text {SimCos }}\left(w^{(t)} ; z\right)-L_{\text {SimCos }}$ $\left(w^{(t)}\right)$.
(2) Regret Bound in Learning the Optimal Mixture.

To estimate the desired search direction $e_{*_{t}}$, the SimCos algorithm estimates $L_{\text {SimCos }}\left(w^{(t)} ; e_{n}\right)-L_{\text {SimCos }}\left(w^{(t)}\right)$ by $g_{n}^{(t)}$ and so estimates $e_{*_{t}}$ by $e_{I_{t}}, I_{t}=\arg \min _{n \in[N]} g_{n}^{(t)}$. The regret analysis of the SimCos algorithm can be divided into six steps.

Step 1: We first decompose the regret as

$$
\begin{equation*}
L_{\text {SimCos }}\left(w^{(t+1)}\right)-L_{\mathrm{SimCos}}\left(w^{*}\right) \leq R 1+R 2+R 3 \tag{70}
\end{equation*}
$$

where part $R 1, R 2$ and $R 3$ are given in Section 4.2.
$R 1$ is the estimation error and $R 2+R 3$ is the approximation error. We will bound each part of the regret in later discussion.

Step 2:Derive an upper bound for $R 1$

$$
\begin{equation*}
R 1 \leq 2 c_{I_{t}}^{(t)}+\frac{\beta^{\prime}}{2}\left\|\frac{e_{I_{t}}-w^{(t)}}{t+1}\right\|_{2}^{2}-\frac{\alpha^{\prime}}{2}\left\|\frac{e_{*_{t}}-w^{(t)}}{t+1}\right\|_{2}^{2} \tag{71}
\end{equation*}
$$

By the definition of $L_{\text {SimCos }}\left(w^{(t)} ; z\right)$ and Lemma1, we have

$$
\begin{align*}
& R 1 \leq L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{I_{t}}\right)-L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{*_{t}}\right) \\
& \quad+\frac{\beta^{\prime}}{2}\left\|\frac{e_{I_{t}}-w^{(t)}}{t+1}\right\|_{2}^{2}-\frac{\alpha^{\prime}}{2}\left\|\frac{e_{*_{t}}-w^{(t)}}{t+1}\right\|_{2}^{2} \tag{72}
\end{align*}
$$

Hence, to bound $R 1$, we focus on bounding $L_{\text {SimCos }}\left(w^{(t)}\right.$; $\left.e_{I_{t}}\right)-L_{\text {SimCos }}\left(w^{(t)} ; e_{*_{t}}\right)$. We first look at $c_{n}^{(t)}$, i.e., the confidence bound for estimating $L_{\text {SimCos }}\left(w^{(t)} ; e_{n}\right)-L_{\text {SimCos }}\left(w^{(t)}\right)$ by $g_{n}^{(t)}$, which affects the accuracy of estimating $e_{*_{t}}$ by $e_{I_{t}}$ when $n=I_{t}$. The relationship between $L_{\text {SimCos }}\left(w^{(t)} ; e_{I_{t}}\right)-$ $L_{\text {SimCos }}\left(w^{(t)} ; e_{*_{t}}\right)$ and $c_{I_{t}}^{(t)}$ can be revealed by the next claim:
Claim 8. Assume $c_{n}^{(t)}$ satisfies

$$
\begin{aligned}
& \mathbb{P}\left[g_{n}^{(t)}-\left(L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{I_{t}}\right)-L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{*_{t}}\right)\right) \geq c_{n}^{(t)}\right] \leq \zeta^{(t)}, \\
& \mathbb{P}\left[g_{n}^{(t)}-\left(L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{I_{t}}\right)-L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{*_{t}}\right)\right) \leq-c_{n}^{(t)}\right] \leq \zeta^{(t)} .
\end{aligned}
$$

Then with a probability at least $1-2 \zeta^{(t)}$

$$
L_{\mathrm{SimCos}}\left(w^{(t)} ; e_{I_{t}}\right)-L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{*_{t}}\right) \leq 2 c_{I_{t+1}}^{(t)}
$$

Step 3: Derive an upper bound for $R 2$

$$
\begin{equation*}
R 2 \leq-\frac{\alpha^{\prime}}{2}\left\|\frac{w^{*}-w^{(t)}}{t+1}\right\|_{2}^{2}+\frac{\beta^{\prime}}{2}\left\|\frac{e_{*_{t}}-w^{(t)}}{t+1}\right\|_{2}^{2} \tag{73}
\end{equation*}
$$

By the optimality of $e_{*_{t}}$, we derive that $L_{\text {SimCos }}\left(w^{(t)}\right.$; $\left.e_{*_{t}}\right) \leq L_{\text {SimCos }}\left(w^{(t)} ; w^{*}\right)$. Combining with Lemma 1, we have

$$
\begin{aligned}
L_{\text {SimCos }}\left(\frac{t w^{(t)}+e_{*_{t}}}{t+1}\right) & \leq L_{\text {SimCos }}\left(w^{(t)} ; e_{*_{t}}\right)+\frac{\beta^{\prime}}{2}\left\|\frac{e_{* t}-w^{(t)}}{t+1}\right\|_{2}^{2} \\
& \leq L_{\text {SimCos }}\left(w^{(t)} ; w^{*}\right)+\frac{\beta^{\prime}}{2}\left\|\frac{e_{*_{t}}-w^{(t)}}{t+1}\right\|_{2}^{2} . \\
L_{\text {SimCos }}\left(w^{(t)} ; w^{*}\right) & \leq L_{\text {SimCos }}\left(\frac{t w^{(t)}+w^{*}}{t+1}\right)-\frac{\alpha^{\prime}}{2}\left\|\frac{w^{*}-w^{(t)}}{t+1}\right\|_{2}^{2} .
\end{aligned}
$$

Hence, we finish bounding $R 2$
Step 4: Derive an upper bound for $R 3$
$R 3 \leq \frac{t}{t+1}\left[L_{\text {SimCos }}\left(w^{(t)}\right)-L_{\text {SimCos }}\left(w^{*}\right)\right]+\frac{\beta^{\prime}-\alpha^{\prime}}{2}\left\|\frac{w^{*}-w^{(t)}}{t+1}\right\|_{2}^{2}$.

Let $i=\arg \max _{n \in[N]} \ell_{n}\left(\frac{t w^{(t)}+w^{*}}{t+1}\right)$. By the $\alpha_{i}$-strongly convexity and $\beta_{i}$-smoothness of $\ell_{i}(w)$

$$
\begin{aligned}
& L_{\text {SimCos }}\left(\frac{t w^{(t)}+w^{*}}{t+1}\right)=\ell_{i}\left(\frac{t w^{(t)}+w^{*}}{t+1}\right) \\
\leq & \ell_{i}\left(w^{(t)}\right)+\nabla \ell_{i}\left(w^{(t)}\right)^{\top} \frac{w^{*}-w^{(t)}}{t+1}+\frac{\beta_{i}}{2}\left\|\frac{w^{*}-w^{(t)}}{t+1}\right\|_{2}^{2} \\
\leq & \ell_{i}\left(w^{(t)}\right)+\frac{\ell_{i}\left(w^{*}\right)-\ell_{i}\left(w^{(t)}\right)}{t+1}+\frac{\beta_{i}-\alpha_{i}}{2}\left\|\frac{w^{*}-w^{(t)}}{t+1}\right\|_{2}^{2} \\
\leq & \frac{t}{t+1} L_{\operatorname{SimCos}}\left(w^{(t)}\right)+\frac{1}{t} L_{\operatorname{SimCos}}\left(w^{*}\right)+\frac{\beta^{\prime}-\alpha^{\prime}}{2}\left\|\frac{w^{*}-w^{(t)}}{t+1}\right\|_{2}^{2} .
\end{aligned}
$$

Hence, we finish bounding $R 3$.
Step 5: Combining the upper bound of each part, we have

$$
\begin{equation*}
R_{T} \leq \frac{2}{T} \sum_{t \in[T-1]} c_{I_{t}}^{(t)}+3\left(\beta^{\prime}-\alpha^{\prime}\right) \frac{\ln (T / 2)}{T} \tag{75}
\end{equation*}
$$

Now, combining Eqs. (71), (73) and (74), we have

$$
\begin{align*}
R_{t+1} \leq & \frac{t}{t+1} R_{t}+2 c_{I_{t}}^{(t)}+\frac{\beta^{\prime}}{2}\left\|\frac{e_{I_{t}}-w^{(t)}}{t+1}\right\|_{2}^{2}+\frac{\beta^{\prime}-\alpha^{\prime}}{2}\left\|\frac{e_{*_{t}}-w^{(t)}}{t+1}\right\|_{2}^{2} \\
& +\frac{2 \beta^{\prime}-\alpha^{\prime}}{2}\left\|\frac{w^{*}-w^{(t)}}{t+1}\right\|_{2}^{2} \leq \frac{t}{t+1} R_{t}+2 c_{I_{t}}^{(t)}+\frac{3\left(\beta^{\prime}-\alpha^{\prime}\right)}{(t+1)^{2}} . \tag{76}
\end{align*}
$$

$$
\begin{align*}
T R_{T} & \leq 2 \sum_{t \in[T-1]}\left[c_{I_{t}}^{(t)}+\frac{3\left(\beta^{\prime}-\alpha^{\prime}\right)}{t+1}\right]  \tag{77}\\
& \leq 2 \sum_{t \in[T-1]} c_{I_{t}}^{(t)}+3\left(\beta^{\prime}-\alpha^{\prime}\right) \ln \frac{T}{2} .
\end{align*}
$$

Hence, we complete step 5.
Combining Eq.(72) and Claim 8, we finish bounding $R 1$.
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Step 6: We consider bounding $c_{n}^{(t)}$, which measures the accuracy in estimating $L_{\text {SimCos }}\left(w^{(t)} ; e_{n}\right)-L_{\mathrm{SimCos}}\left(w^{(t)}\right)$ by $g_{n}^{(t)}$.

In this step, assume $x \sim Q\left(x ; w^{(t)}\right)$ for all $\mathbb{E}$ and $\mathbb{V}$ if unspecified. To finish this step, we introduce the following components:
$A_{i}\left(x ; w^{(t)}\right) \triangleq \frac{1}{\left(\mu_{i}-o_{i}\right)^{2}} \frac{P^{2}(x) \mathbf{1}_{\mathcal{E}_{i}}(x)}{Q^{2}\left(x ; w^{(t)}\right)}, A_{i}\left(w^{(t)}\right) \triangleq \mathbb{E} A_{i}\left(x ; w^{(t)}\right) ;$
$B_{i}\left(x ; w^{(t)} ; n\right) \triangleq A_{i}\left(x ; w^{(t)}\right) \frac{Q_{n}(x)}{Q\left(x ; w^{(t)}\right)}, \quad B_{i}\left(w^{(t)} ; n\right) \triangleq \mathbb{E} B_{i}\left(x ; w^{(t)} ; n\right)$.

By definitions of $\ell_{i}\left(w^{(t)}\right)$ and $\nabla \ell_{i}\left(w^{(t)}\right)^{\top}\left(\frac{e_{n}-w^{(t)}}{t+1}\right)$, we have

$$
\begin{gather*}
\ell_{i}\left(w^{(t)}\right)=A_{i}\left(w^{(t)}\right)-\frac{\mu_{i}^{2}}{\left(\mu_{i}-o_{i}\right)^{2}},  \tag{78}\\
\nabla \ell_{i}\left(w^{(t)}\right)^{\top}\left(\frac{e_{n}-w^{(t)}}{t+1}\right)=\frac{A_{i}\left(w^{(t)}\right)-B_{i}\left(w^{(t)} ; n\right)}{t+1} . \tag{79}
\end{gather*}
$$

Meanwhile, we have the following unbiased estimators:

$$
\begin{gather*}
\widehat{A}_{i}\left(w^{(t)}\right)=\frac{1}{\left(\mu_{i}-o_{i}\right)^{2}} \frac{1}{t} \sum_{s \in[t]} A_{i}\left(x^{(s)} ; w^{(t)}\right),  \tag{80}\\
\widehat{B}_{i}\left(w^{(t)} ; n\right)=\frac{1}{\left(\mu_{i}-o_{i}\right)^{2}} \frac{1}{t} \sum_{s \in[t]} B_{i}\left(x^{(s)} ; w^{(t)} ; n\right),  \tag{81}\\
\widehat{\ell}_{i}\left(w^{(t)}\right)=\widehat{A}_{i}\left(w^{(t)}\right)-\frac{\mu_{i}^{2}}{\left(\mu_{i}-o_{i}\right)^{2}}  \tag{82}\\
{\widehat{\nabla} \ell_{i}}\left(w^{(t)}\right)^{\top}\left(\frac{e_{n}-w^{(t)}}{t+1}\right)=\frac{\widehat{A}_{i}\left(w^{(t)}\right)-\widehat{B}_{i}\left(w^{(t)} ; n\right)}{t+1}
\end{gather*}
$$

We first look at concentrations of $\widehat{A}_{i}\left(w^{(t)}\right)$ and $\widehat{B}_{i}\left(w^{(t)} ; n\right)$, i.e., the key components of $g_{n}^{(t)}$ in Eq. (29), in the next claims:
Claim 9. With the choice of $a_{i}^{(t)}=\varphi\left(A_{i}\left(x ; w^{(t)}\right)\right)$, it holds that

$$
\begin{aligned}
& \mathbb{P}\left[A_{i}\left(w^{(t)}\right)-\widehat{A}_{i}\left(w^{(t)}\right) \geq a_{i}^{(t)}\right] \leq \frac{\zeta^{(t)}}{8} \\
& \mathbb{P}\left[A_{i}\left(w^{(t)}\right)-\widehat{A}_{i}\left(w^{(t)}\right) \leq-a_{i}^{(t)}\right] \leq \frac{\zeta^{(t)}}{8} \\
& a_{i}^{(t)} \leq \frac{2 \xi^{2}}{3\left(\mu_{i}-o_{i}\right)^{2}} \frac{\ln \left(8 / \zeta^{(t)}\right)}{t}+\frac{\sqrt{2 \xi^{3} \mu_{i}}}{\left(\mu_{i}-o_{i}\right)^{2}} \sqrt{\frac{\ln \left(8 / \zeta^{(t)}\right)}{t}} .
\end{aligned}
$$

Claim 10. With the choice of $b_{i, n}^{(t)}=\varphi\left(B_{i}\left(x ; w^{(t)} ; n\right)\right)$, then

$$
\begin{aligned}
& \mathbb{P}\left[B_{i}\left(w^{(t)} ; n\right)-\widehat{B}_{i}\left(w^{(t)} ; n\right) \geq b_{i, n}^{(t)}\right] \leq \frac{\zeta^{(t)}}{8} \\
& \mathbb{P}\left[B_{i}\left(w^{(t)} ; n\right)-\widehat{B}_{i}\left(w^{(t)} ; n\right) \leq-b_{i, n}^{(t)}\right] \leq \frac{\zeta^{(t)}}{8} \\
& b_{i, n}^{(t)} \leq \frac{2 \xi^{3}}{3\left(\mu_{i}-o_{i}\right)^{2}} \frac{\ln \left(8 / \zeta^{(t)}\right)}{t}+\frac{\sqrt{2 \xi^{5} \mu_{i}}}{\left(\mu_{i}-o_{i}\right)^{2}} \sqrt{\frac{\ln \left(8 / \zeta^{(t)}\right)}{t}} .
\end{aligned}
$$

Let the active sets of $L_{\text {SimCos }}\left(w^{(t)} ; e_{n}\right)$ and $L_{\text {SimCos }}\left(w^{(t)}\right)$ be

$$
\begin{aligned}
I\left(w^{(t)} ; n\right) & =\left\{k \left\lvert\, \ell_{k}\left(w^{(t)}\right)+\nabla \ell_{k}\left(w^{(t)}\right)^{\top} \frac{e_{n}-w^{(t)}}{t+1}=L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{n}\right)\right., k \in[N]\right\}, \\
I\left(w^{(t)}\right) & =\left\{k \mid \ell_{k}\left(w^{(t)}\right)=L_{\mathrm{S} i m C o s}\left(w^{(t)}\right), k \in[N]\right\} .
\end{aligned}
$$

Also, define the complement set by
$I^{c}\left(w^{(t)} ; n\right)=[N] \backslash I\left(w^{(t)} ; n\right)$ and $I^{c}\left(w^{(t)}\right)=[N] \backslash I\left(w^{(t)}\right)$.
To complete analyzing concentration properties of $c_{n}^{(t)}$ in Theorem 6, we first propose the following statement:
Claim 11. Let $i=\arg \max _{k} \widehat{\ell}_{k}\left(w^{(t)}\right)+\widehat{\nabla} \ell_{k}\left(w^{(t)}\right)^{\top}\left(\frac{e_{n}-w^{(t)}}{t+1}\right)$ and $j=\arg \max _{k} \widehat{\ell}_{k}\left(w^{(t)}\right)$. When $t$ is large enough such that:

$$
\begin{align*}
& t \geq \max _{i \neq j} \frac{\left(\xi-\frac{1}{\xi}\left[\left[A_{j}\left(w^{(t)}\right)+a_{j}^{(t)}\right]+\left(1-\frac{1}{\xi}\right)\left[\frac{\mu_{i}^{2}}{\left(\mu_{i}-o_{i}\right)^{2}}-\frac{\mu_{j}^{2}}{\left(\mu_{j}-o_{j}\right)^{2}}\right]\right.\right.}{\left[A_{i}\left(w^{(t)}\right)-a_{i}^{(t)}-\frac{\mu_{i}^{2}}{\left(\mu_{i}-o_{i}\right)^{2}}\right]-\operatorname{bigg}\left[A_{j}\left(w^{(t)}\right)+a_{j}^{(t)}-t \text { frach } \mu_{j}^{2}\left(\mu_{j}-o_{j}\right)^{2}\right]} \\
& -2+\frac{1}{\xi}, \tag{84}
\end{align*}
$$

we have $i=j$ with a probability at least $1-\frac{\zeta^{(t)}}{4}$.
Next, we give the proof of Theorem 6:
Proof of Theorem 6. Let $i^{\prime} \in I\left(w^{(t)} ; n\right), j^{\prime} \in I\left(w^{(t)}\right)$. Also denote $i=\arg \max _{k} \widehat{\ell}_{k}\left(w^{(t)}\right)+\widehat{\nabla} \ell_{k}\left(w^{(t)}\right)^{\top}\left(\frac{e_{n}-w^{(t)}}{t+1}\right), j=\arg \max _{k} \widehat{\ell}_{k}\left(w^{(t)}\right)$.

Case 1: $\epsilon_{n}^{(t)}=\frac{C_{1}}{t+1}$. By the optimality of $i^{\prime}$ and $i^{\prime}$, we have:

$$
\begin{align*}
& L_{\text {SimCos }}\left(w^{(t)} ; e_{n}\right)-L_{\mathrm{S} i m C o s}\left(w^{(t)}\right) \\
= & \max _{i^{\prime}} \ell_{i^{\prime}}\left(w^{(t)}\right)+\nabla \ell_{i^{\prime}}\left(w^{(t)}\right)^{\top}\left(\frac{e_{n}-w^{(t)}}{t+1}\right)-\max _{j^{\prime} \ell^{\prime}}\left(w^{(t)}\right) \\
\in & {\left[\frac{A_{j^{\prime}}\left(w^{(t)}\right)-B_{j^{\prime}}\left(w^{(t)} ; n\right)}{t+1}, \frac{A_{i^{\prime}}\left(w^{(t)}\right)-B_{i^{\prime}}\left(w^{(t)} ; n\right)}{t+1}\right] ; } \tag{85}
\end{align*}
$$

$$
\begin{align*}
& \widehat{L}_{S i m C o s}\left(w^{(t)} ; e_{n}\right)-\widehat{L}_{S i m C o s}\left(w^{(t)}\right) \\
= & \max _{i} \widehat{\ell}_{i}\left(w^{(t)}\right)+\widehat{\nabla} \ell_{i}\left(w^{(t)}\right)^{\top}\left(\frac{e_{n}-w^{(t)}}{t+1}\right)-\max _{\jmath_{j}} \widehat{\jmath}_{j}\left(w^{(t)}\right)  \tag{86}\\
\in & {\left[\frac{\widehat{A}_{j}\left(w^{(t)}\right)-\hat{B}_{j}\left(w^{(t)} ; n\right)}{t+1}, \frac{\widehat{A}_{i}\left(w^{(t)}\right)-\hat{B}_{i}\left(w^{(t)} ; n\right)}{t+1}\right] . }
\end{align*}
$$

For $\forall k$, we have

$$
\begin{align*}
& \left|A_{k}\left(w^{(t)}\right)-B_{k}\left(w^{(t)} ; n\right)\right|=\left|\nabla \ell_{k}\left(w^{(t)}\right)^{\top}\left(e_{n}-w^{(t)}\right)\right| \\
\leq & \frac{1}{\left(\mu_{k}-o_{k}\right)^{2}} \xi^{2} \mu_{k}\left\|e_{n}-w^{(t)}\right\|_{1} \leq \frac{2 \xi^{2} \mu_{k}}{\left(\mu_{k}-o_{k}\right)^{2}},  \tag{87}\\
& \left|\widehat{A}_{k}\left(w^{(t)}\right)-\widehat{B}_{k}\left(w^{(t)} ; n\right)\right|=\left|\widehat{\nabla} \ell_{k}\left(w^{(t)}\right)^{\top}\left(e_{n}-w^{(t)}\right)\right| \\
\leq & \frac{1}{\left(\mu_{k}-o_{k}\right)^{2}} \xi^{3}\left\|e_{n}-w^{(t)}\right\|_{1} \leq \frac{2 \xi^{3}}{\left(\mu_{k}-o_{k}\right)^{2}} . \tag{88}
\end{align*}
$$

Combining Eqs. (85), (86), (87) and (88), we have

$$
\begin{align*}
& \left|\left\{L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{n}\right)-L_{\operatorname{SimCos}}\left(w^{(t)}\right)\right\}-g_{n}^{(t)}\right| \\
\leq & \frac{1}{t+1}\left[\max _{k \in[N]} \frac{2 \xi^{2} \mu_{k}}{\left(\mu_{k}-o_{k}\right)^{2}}+\max _{k \in[N]} \frac{2 \xi^{3}}{\left(\mu_{k}-o_{k}\right)^{2}}\right] \tag{89}
\end{align*}
$$

Hence, $\epsilon_{n}^{(t)} \leq \frac{C_{1}}{t+1}$ always holds. The $\epsilon_{n}^{(t)}=\frac{C_{1}}{t+1}$ case is proved.

$$
\text { Case 2: } \epsilon_{n}^{(t)}=\max _{k \in[N]} \frac{1}{t+1}\left(a_{k}^{(t)}+b_{k, n}^{(t)}\right) .
$$

Next, we analyze the case that $\epsilon_{n}^{(t)}$ has a faster convergence rate. Combining Claim 9,10 and Eqs. (78) and(79), we show estimations of $A_{k}\left(w^{(t)}\right), B_{k}\left(w^{(t)} ; n\right)$, $\ell_{k}\left(w^{(t)}\right)$ and $\nabla \ell_{k}\left(w^{(t)}\right)^{\top}\left(\frac{e_{n}-w^{(t)}}{t+1}\right)$ are accurate enough for us to distinguish $I\left(w^{(t)} ; n\right)$ from $I^{c}\left(w^{(t)} ; n\right)$, and $I\left(w^{(t)}\right)$ from $I^{c}\left(w^{(t)}\right)$ with a high probability, given a large enough $t$. Hence, $i \in I\left(w^{(t)} ; n\right)$ with a probability at least $1-\frac{\zeta^{(t)}}{2}$, if $t$ is large enough to satisfy

$$
\begin{align*}
& \frac{2(t+2) a_{i}^{(t)}}{t+1}+\frac{2 b_{i, n}^{(t)}}{t+1} \leq L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{n}\right) \\
- & \max _{k \in I^{c}\left(w^{(t)} ; n\right)}\left[\frac{t+2}{t+1} A_{k}\left(w^{(t)}\right)-B_{k}\left(w^{(t)} ; n\right)-\frac{\mu_{k}^{2}}{\left(\mu_{k}-o_{k}\right)^{2}}\right] \tag{90}
\end{align*}
$$

And, $j \in I\left(w^{(t)}\right)$ with a probability at least $1-\frac{\zeta^{(t)}}{4}$, if $t$ satisfies

$$
\begin{align*}
2 a_{j}^{(t)} & \leq L_{\text {SimCos }}\left(w^{(t)}\right) \\
& -\max _{k \in I^{c}\left(w^{(t)}\right)}\left[A_{k}\left(w^{(t)}\right)-\frac{\mu_{k}^{2}}{\left(\mu_{k}-o_{k}\right)^{2}}\right] . \tag{91}
\end{align*}
$$

To summarize, if $t$ satisfies Claim 11, Eqs.(90) and (91), then with a probability at least $1-\zeta^{(t)}$ that

$$
\begin{align*}
& \left\{L_{\text {SimCos }}\left(w^{(t)} ; e_{n}\right)-L_{\operatorname{SimCos}}\left(w^{(t)}\right)\right\} \\
& -\left\{\widehat{L}_{\text {SimCos }}\left(w^{(t)} ; e_{n}\right)-\widehat{L}_{\text {SimCos }}\left(w^{(t)}\right)\right\} \\
& =\left\{\ell_{i^{\prime}}\left(w^{(t)}\right)+\nabla \ell_{i^{\prime}}\left(w^{(t)}\right)^{\top} \frac{e_{n}-w^{(t)}}{t+1}-\ell_{j^{\prime}}\left(w^{(t)}\right)\right\} \\
& -\left\{\hat{\ell}_{i}\left(w^{(t)}\right)+\hat{\nabla} \ell_{i}\left(w^{(t)}\right)^{\top} \frac{e_{n}-w^{(t)}}{t+1}-\hat{\ell}_{j}\left(w^{(t)}\right)\right\} \\
& \stackrel{(a)}{=}\left\{\ell_{i}\left(w^{(t)}\right)+\nabla \ell_{i}\left(w^{(t)}\right)^{\top} \frac{e_{n}-w^{(t)}}{t+1}-\ell_{j}\left(w^{(t)}\right)\right\} \\
& -\left\{\hat{\ell}_{i}\left(w^{(t)}\right)+\hat{\nabla} \ell_{i}\left(w^{(t)}\right)^{\top} \frac{e_{n}-w^{(t)}}{t+1}-\hat{\ell}_{j}\left(w^{(t)}\right)\right\} \\
& \stackrel{(b)}{=}\left\{\ell_{i}\left(w^{(t)}\right)+\nabla \ell_{i}\left(w^{(t)}\right)^{\top} \frac{e_{n}-w^{(t)}}{t+1}-\ell_{i}\left(w^{(t)}\right)\right\} \\
& -\left\{\hat{\ell}_{i}\left(w^{(t)}\right)+\hat{\nabla} \ell_{i}\left(w^{(t)}\right)^{\top} \frac{e_{n}-w^{(t)}}{t+1}-\hat{\ell}_{i}\left(w^{(t)}\right)\right\} \\
& \stackrel{(c)}{=} \frac{A_{i}\left(w^{(t)}\right)-B_{i}\left(w^{(t)} ; n\right)}{t+1}-\frac{\widehat{A}_{i}\left(w^{(t)}\right)-\widehat{B}_{i}\left(w^{(t)} ; n\right)}{t+1} \leq \frac{a_{i}^{(t)}+b_{i, n}^{(t)}}{t+1}, \tag{92}
\end{align*}
$$

which is equivalent to

$$
\begin{equation*}
t L_{\mathrm{SimCos}}\left(w^{(t)} ; e_{n}\right)-L_{\mathrm{SimCos}}\left(w^{(t)}\right)-g_{n}^{(t)} \leq \frac{a_{i}^{(t)}+b_{i, n}^{(t)}}{t+1} . \tag{93}
\end{equation*}
$$

Assume $t \geq T_{0}$ is large enough to satisfy the above conditions. Then, $(a)$ is achieved for $i \in I\left(w^{(t)} ; n\right), j \in I\left(w^{(t)}\right)$ with probabilities at least $1-\zeta^{(t)} / 2$ and $1-\zeta^{(t)} / 4 ;(b)$ is achieved for $i=j$ with a probability at least $1-\zeta^{(t)} / 4$; and (c) can be shown by plugging $A_{i}\left(w^{(t)}\right), B_{i}\left(w^{(t)} ; n\right), \widehat{A}_{k}\left(w^{(t)}\right)$, and $\widehat{B}_{k}\left(w^{(t)} ; n\right)$. We analyze the selection of $T_{0}$ in the proof of Theorem 7.

Similarly, with a probability at least $1-\zeta^{(t)}$, it holds that

$$
\begin{align*}
& L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{n}\right)-L_{\mathrm{SimCos}}\left(w^{(t)}\right)-g_{n}^{(t)} \\
= & \frac{A_{i}\left(w^{(t)}\right)-B_{i}\left(w^{(t)} ; n\right)}{t+1}-\frac{\widehat{A}_{i}\left(w^{(t)}\right)-\widehat{B}_{i}\left(w^{(t)} ; n\right)}{t+1} \geq-\frac{a_{i}^{(t)}+b_{i, n}^{(t)}}{t+1} . \tag{94}
\end{align*}
$$

Namely, $\epsilon_{n}^{(t)} \leq \max _{i \in[N]} \frac{1}{t+1}\left(a_{i}^{(t)}+b_{i, n}^{(t)}\right)$ when $t$ is large enough to satisfy Claim 11, Eqs. (90) and (91).
Theorem 6 provides upper bounds of $c^{(t)}$ under different conditions, depending on $C_{1}, a_{i}^{(t)}$ and $b_{i, n}^{(t)^{n}}$. And we bound $C_{1}$ in Theorem 6, and bound $a_{i}^{(t)}$ and $b_{i, n}^{(t)}$ in Claim 9 and 10 .

Step 7: Finally, we give formal regret bounds of the SimCos algorithm and prove Theorem 7.

For convenience, assume that:

$$
\begin{align*}
\rho= & \min _{w^{(t), h}} L_{\operatorname{SimCos}}\left(w^{(t)} ; e_{h}\right) \\
& -\max _{k \in I^{c}\left(w^{(t)} ; h\right)^{\prime}} \ell_{k}\left(w^{(t)} ; e_{h}\right)+\nabla \ell_{k}\left(w^{(t)}\right)^{\top} \frac{e_{h}-w^{(t)}}{t+1}, \tag{95}
\end{align*}
$$

$$
\begin{equation*}
\gamma=\min _{w^{(t)}} L_{\operatorname{SimCos}}\left(w^{(t)}\right)-\max _{k \in I^{c}\left(w^{(t)}\right)} \ell_{k}\left(w^{(t)}\right) . \tag{96}
\end{equation*}
$$

Proof of Theorem 7. Specifically, we show that

$$
\begin{aligned}
\mathbb{E} R_{T} \leq 2 & {\left[C_{1} T_{0}-C_{2}\left(\ln \sqrt{8} T_{0}\right)^{2}-2 C_{3} \sqrt{T_{0} \ln 8 T_{0}^{2}}\right] \cdot \frac{1}{T} } \\
& +3\left(\beta^{\prime}-\alpha^{\prime}\right) \cdot \frac{\ln T}{T}+2 C_{2} \frac{(\ln \sqrt{8} T)^{2}}{T}+4 C_{3} \sqrt{\frac{\ln 8 T^{2}}{T}}
\end{aligned}
$$

where $\quad C_{1}=\max _{k \in[N]} \frac{2 \xi^{2} \mu_{k}}{\left(\mu_{k}-o_{k}\right)^{2}}+\max _{k \in[N]} \frac{2 \xi^{3}}{\left(\mu_{k}-o_{k}\right)^{2}}$,

$$
C_{2}=\max _{k \in[N]} \frac{2 \xi^{2}(1+\xi)}{3\left(\mu_{k}-o_{k}\right)^{2}},
$$

$$
C_{3}=\max _{k \in[N]} \frac{\sqrt{2 \xi^{3} \mu_{i}}(1+\xi)}{\left(\mu_{i}-o_{i}\right)^{2}}
$$

$$
C_{4}=\max _{i, j \in[N]} \frac{\left(\frac{2}{\xi}+1\right)\left(\xi^{2}-1\right) \mu_{j}}{\gamma\left(\mu_{j}-o_{j}\right)^{2}}+\frac{\left(1-\frac{1}{\xi}\right)\left(1+\frac{2}{\epsilon}\right) \mu_{i}^{2}}{\gamma\left(\mu_{i}-o_{i}\right)^{2}},
$$

$$
\begin{equation*}
C_{5}=\min \left\{\frac{\rho\left(C_{4}+1\right)(\xi+1)}{2\left(C_{4}+\xi+2\right)}, \frac{\gamma}{2+\xi}\right\} \tag{109}
\end{equation*}
$$

$$
\begin{equation*}
T_{0}=\max \left\{C_{4},\left(\frac{C_{3}+\sqrt{C_{3}^{2}+4 C_{3} C_{5}}}{2 C_{5}}\right)^{4}, 150\right\} \tag{103}
\end{equation*}
$$

Let $T_{0}-1$ be the last time before $T$ such that Eqs. (84), (90) and (91) are not all satisfied. Then

$$
\begin{align*}
& \mathbb{E} \sum_{t \in[T]} c_{I_{t}}^{(t)}\left(\begin{array}{l}
(a) \\
\leq
\end{array} C_{1}\left(T_{0}-1+\frac{2}{T_{0}}\right)+\sum_{t=T_{0}}^{T} \max _{k \in[N]} a_{k}^{(t)}+b_{k, I_{t}}^{(t)}\right. \\
& \stackrel{(b)}{\leq} C_{1} T_{0}+C_{2} \sum_{t=T_{0}}^{T} \frac{\ln \left(8 / \zeta^{(t)}\right)}{t}+C_{3} \sum_{t=T_{0}}^{T} \sqrt{\frac{\ln \left(8 / \zeta^{(t)}\right)}{t}}, \\
& \stackrel{(c)}{\leq} C_{1} T_{0}+\left.C_{2}(\ln \sqrt{8} t)^{2}\right|_{T_{0}} ^{T}+\left.2 C_{3} \sqrt{t \ln 8 t^{2}}\right|_{T_{0}} ^{T}  \tag{111}\\
&=\left[C_{1} T_{0}-C_{2}\left(\ln \sqrt{8} T_{0}\right)^{2}-2 C_{3} \sqrt{T_{0} \ln 8 T_{0}^{2}}\right] \\
& \quad+C_{2}(\ln \sqrt{8} T)^{2}+2 C_{3} \sqrt{T \ln 8 T^{2}} \tag{112}
\end{align*}
$$

Notice that $(a)$ is achieved by Theorem 6 and $\sum_{t} \zeta^{(t)} \leq \frac{2}{T_{0}}$; (b) is achieved by plugging upper bounds of $a_{k}^{(t)}$ and $b_{k, I_{t}}^{(t)}$ in Claim 9 and 10 ; and $(c)$ is achieved for

$$
\begin{gather*}
\sum_{t=a}^{b} \frac{\ln \left(8 / \zeta^{(t)}\right)}{t}<\left.(\ln \sqrt{8} t)^{2}\right|_{a} ^{b}  \tag{105}\\
\begin{aligned}
\sum_{t=a}^{b} \sqrt{\frac{\ln \left(8 / \zeta^{(t)}\right)}{t}} & <2 \sqrt{t \ln 8 t^{2}}-\left.4 \sqrt{t} D_{+}\left(\frac{1}{2} \sqrt{\ln 8 t^{2}}\right)\right|_{a} ^{b} \\
& <\left.2 \sqrt{t \ln 8 t^{2}}\right|_{a} ^{b}
\end{aligned} \tag{105}
\end{gather*}
$$

where $D_{+}(\cdot)$ is the Dawson's integral. Combine Eqs. (77) and (104), we have Eq. (97). Next, we bound $T_{0}$. By the upper bounds of $a_{a}^{(t)}, b_{k}^{(t)}$ Authorized licensed use limited to: Chinese University of Hong Kong. Downlo

Eqs. (99) and (100), we have $\forall k \in[N]$ that
$\frac{2(t+2) a_{k}^{(t)}}{t+1}+\frac{2 b_{k, h}^{(t)}}{t+1} \leq \frac{2(t+\xi+2)}{(t+1)(\xi+1)}\left(C_{2} \frac{\ln \left(8 / \zeta^{(t)}\right)}{t}+C_{3} \sqrt{\frac{\ln \left(8 / \zeta^{(t)}\right)}{t}}\right)$.
Hence, Eq. (90) is satisfied if

$$
\begin{equation*}
\frac{2(t+\xi+2)}{(t+1)(\xi+1)}\left(C_{2} \frac{\ln \left(8 / \zeta^{(t)}\right)}{t}+C_{3} \sqrt{\frac{\ln \left(8 / \zeta^{(t)}\right)}{t}}\right) \leq \rho \tag{97}
\end{equation*}
$$

Similarly, Eq. (91) is satisfied if

$$
\begin{equation*}
2\left(C_{2} \frac{\ln \left(8 / \zeta^{(t)}\right)}{t}+C_{3} \sqrt{\frac{\ln \left(8 / \zeta^{(t)}\right)}{t}}\right) \leq \gamma . \tag{108}
\end{equation*}
$$

With Eq. (96), in the right hand side of Eq. (84), we have

$$
\begin{aligned}
& {\left[A_{i}\left(w^{(t)}\right)-\frac{\mu_{i}^{2}}{\left(\mu_{i}-o_{i}\right)^{2}}\right]-\left[A_{j}\left(w^{(t)}\right)-\frac{\mu_{j}^{2}}{\left(\mu_{j}-o_{j}\right)^{2}}\right] } \\
= & L_{\operatorname{SimCos}}\left(w^{(t)}\right)-\ell_{j}\left(w^{(t)}\right) \geq \gamma .
\end{aligned}
$$

Notice that $A_{j}\left(w^{(t)}\right) \leq \frac{\xi \mu_{j}}{\left(\mu_{j}-o_{j}\right)^{2}}$. By relaxing Eq. (108) to

$$
\begin{equation*}
(2+\xi)\left(C_{2} \frac{\ln \left(8 / \zeta^{(t)}\right)}{t}+C_{3} \sqrt{\frac{\ln \left(8 / \zeta^{(t)}\right)}{t}}\right) \leq \gamma \tag{110}
\end{equation*}
$$

we have $\forall k,(2+\xi) a_{k}^{(t)} \leq \gamma$. Then the right hand side of Eq. (84) is upper bounded by

$$
\begin{aligned}
\frac{1}{\gamma-a_{i}^{(t)}-a_{j}^{(t)}} & {\left[\frac{\left(\xi^{2}-1\right) \mu_{j}-\left(1-\frac{1}{\xi}\right) \mu_{j}^{2}}{\left(\mu_{j}-o_{j}\right)^{2}}+\frac{\left(1-\frac{1}{\xi}\right) \mu_{i}^{2}}{\left(\mu_{i}-o_{i}\right)^{2}}+\left(\xi-\frac{1}{\xi}\right) a_{j}^{(t)}\right] } \\
& -2+\frac{1}{\xi} \leq \frac{\left(\frac{2}{\xi}+1\right)\left(\xi^{2}-1\right) \mu_{j}}{\gamma\left(\mu_{j}-o_{j}\right)^{2}}+\frac{\left(1-\frac{1}{\xi}\right)\left(1+\frac{2}{\xi}\right) \mu_{i}^{2}}{\gamma\left(\mu_{i}-o_{i}\right)^{2}} \\
& \leq \max _{i, j \in[N]}^{\left.\frac{(2}{\xi}+1\right)\left(\xi^{2}-1\right) \mu_{j}} \gamma \frac{\left(1-\frac{1}{\xi}\right)\left(1+\frac{2}{\xi}\right) \mu_{i}^{2}}{\gamma\left(\mu_{j}-o_{j}\right)^{2}} \triangleq \frac{C_{4} .}{\gamma\left(\mu_{i}-o_{i}\right)^{2}} \triangleq
\end{aligned}
$$

Hence, it is sufficient to say Eq. (84) is achieved if $t \geq C_{4}$.
As $\forall t \geq 150, \frac{\ln 8 t^{2}}{t} \leq \frac{1}{\sqrt{t}}$. By solving $C_{2} t^{-\frac{1}{2}}+C_{3} t^{-\frac{1}{4}}=C_{5}$

$$
\begin{equation*}
t=\left(\frac{C_{3}+\sqrt{C_{3}^{2}+4 C_{3} C_{5}}}{2 C_{5}}\right)^{4} \tag{104}
\end{equation*}
$$

which guarantees that both Eqs. (107) and (108) can be satisfied. Hence, $T_{0}$ is upper bounded by Eq. (103).

## 6 APPLICATIONS

In this section, we demonstrate the versatility of MIS-Learning framework by applying it to evaluate the risks for a set of rare threats in two applications. In the first application, we consider the Internet backbone networks. We evaluate the impact of net- work link failures on the occurrences of interested events $\mathcal{E}_{n}$, which are specified as the non-satisfaction of bandwidth demands for traffic flows $n$. In the second application, we consider smart grids. We study the impact of network component failures on the cascading failures $\mathcal{E}_{n}$ of Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on July 08,2023 at 09:48:55 UTC from IEEE Xplore. Restrictions apply.


Fig. 2. The backbone network topology and $\xi$-similarity information.
transmission lines $n$ and $n \in[N]$. Numerical results show that compared with the uniform mixture IS, our SumVar and SimCos algorithms reduce the associated cost measures by 37.8 and 61.6 percent in the backbone network application, and by 56.4 and 68.8 percent in the smart grid application.

### 6.1 Application to Backbone Network

Problem Description. We consider the Abilene backbone network [18], [19]. As depicted in Fig. 2a, the network contains 12 nodes and 30 links. Each link fails with a probability of 0.01 and $x$ denotes the failure occurrence profile. The topology and traffic matrices are collected from [20]. There are 132 competing flows, and their bandwidth demands are extracted from [9]. The flow routing follows the shortest path policy. The capacity allocation follows the max-min fairness policy, which is also adopted by Google's B4 backbone network [21]. We want to evaluate the risks of link failures (indicated by $x$ ) and study their impact on the occurrence probabilities of flow demand unsatisfactions(indicated by $\mathcal{E}_{n}$ ), utilizing our MIS-Learning framework.

For each interested event $\mathcal{E}_{n}$ with occurrence probability $\mu_{n}$, we take the customized pure IS distribution in [9] as the efficient IS distribution $Q_{n}(x)$ of $\mathcal{E}_{n}$. To accurately estimate $\left\{\mu_{n}\right\}$ for a set of events $\left\{\mathcal{E}_{n}\right\}$, authors in [9] consider the MIS solution with a uniform mixture $w=\left(\frac{1}{N}, \ldots, \frac{1}{N}\right)$. In the following, we apply our MIS-Learning framework to learn a more efficient mixture $w^{*}$ which minimizes the cost measure $L(\boldsymbol{\sigma}(w))$.

We first derive $\xi$-similarities between any two interested events $\mathcal{E}_{n_{1}}$ and $\mathcal{E}_{n_{2}}, n_{1}, n_{2} \in[N]$. The cumulative probability distribution (CDF) of the pairwise $\xi$-similarity is provided in Fig. 2b. By setting upper thresholds of the pairwise $\xi$-similarity, we can partition $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ into different subsets, on which we apply our MIS-Learning method to find an efficient $w$ to estimate occurrence probabilities of events simultaneously. We set the upper bounds of the pairwise $\xi$-similarity as $\xi \leq 100, \xi \leq 200, \xi \leq 300$ and $\xi \in[1000,5000]$, and obtain corresponding event subsets $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N^{\prime}}$ with set sizes of $N^{\prime}=16, N^{\prime}=19, N^{\prime}=30$ and $N^{\prime}=5$.

Minimizing the Sum of Variances. We start with the SumVar MIS-Learning with $L(\boldsymbol{\sigma}(w)) \triangleq L_{\mathrm{SumVar}}(w)$. For each event subset $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N^{\prime}}$ with the corresponding $\xi$-similarity threshold, we run the SumVar MIS-learning for 80,000 rounds. Fig. 3 plots the cost measure $L_{\text {SumVar }}(w)$ in each round. We then compare the result with the uniform mixture proposed in [9]. Figs. 3a, 3 b and 3 c illustrate the reduction of $L_{\mathrm{SumVar}}(w)$ achieved by the SumVar MIS-Learning with a small $\xi$-similarity. Fig. 3d illustrates the performance of the SumVar MIS-Learning with a large $\xi$-similarity. The SumVar MIS-Learning with Algorithm 1 reduces the cost measure by 25.1, 23.6, 26.4 and 37.8 percent when $\xi \leq 100, \xi \leq 200, \xi \leq 300$ and $\xi \in[1000,5000]$.

Minimizing the Simulation Cost. We then consider the SimCos MIS-Learning with $L(\sigma(w)) \triangleq L_{\text {SimCos }}(w)$. For each event subset $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N^{\prime}}$ with the corresponding $\xi$-similarity threshold, we run the SimCos MIS-Learning for 80,000 round. Fig. 3 plots $L_{\text {SimCos }}(w)$ in each round. Figs. 3e, 3 f and 3 g show the reduction of $L_{\text {SimCos }}(w)$ achieved by the SimCos MIS-Learning with a small $\xi$-similarity, while Fig. 3h show the reduction with a large $\xi$-similarity. The SimCos MIS-Learning reduces the cost measure by $35.7,55.1,39.9$ and 61.6 percent when $\xi \leq 100, \xi \leq 200, \xi \leq 300$ and $\xi \in[1000,5000]$.

Impact of $\xi$-Similarity on the Convergence Rate. We study the convergence rate of cost measures in Fig. 4, and compare convergence rates under large $\xi$ (i.e., $\xi \in[1000,5000$ ) and small $\xi$ (i.e., $\xi \leq 300$ ). For the SumVar MIS-Learning with Algorithm 1, Theorem 4 implies that the regret $L_{\text {SumVar }}(w)-$ $L_{\text {SumVar }}\left(w^{*}\right)$ first decreases at a fast rate in Eq. (22) and then at a slow rate in Eq. (23). Theorem 4 also reveals that a


Fig. 3. The reduction of cost measure $L_{\text {SumVar }}(x)$ (or $\left.L_{\text {SimCos }}(x)\right)$ achieved by MIS-learning, compared with the uniform mixture. (a)-(d) show the SumVar case and (e)-(h) show the SimCos case; (a)-(c), (e)-(g) show the small $\xi$ case, and (d), (f) show the large $\xi$ case.
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Fig. 4. The impact of $\xi$-similarity on the convergence rate.
smaller $\xi$ implies a longer fast rate period. As shown in Fig. 4 , with a small $\xi, L_{\text {SumVar }}(w)$ decreases first at a fast rate and then at a slow rate; with a large $\xi$, the fast rate period vanishes. For SimCos MIS-Learning with Algorithm 2, Theorem 7 states that the regret decreases first at a fast rate of $O(1 / T)$ and then at a slow rate of $Q(\sqrt{\ln T / T})$ in Eq. (97). As shown in Fig. 4, with a small $\xi, L_{\text {SimCos }}(w)$ decreases first at a fast rate and then at a slow rate; with a large $\xi$, the short fast rate period vanishes.

### 6.2 Application to Smart Grid

Problem Description. We consider a realistic smart grid, i.e., the IEEE 118-bus test system containing 118 buses, 177 transmission lines and 9 generators [22]. It can be simplified as a network with 118 nodes and 186 links [23], as illustrated in Fig. 5a. Each link fails with a probability uniformly selected from $0.01 \cdot[95 \%, 105 \%]$, and the occurrences of initial link failures are indicated by $x$.

Assume the power flows on each link follow the nonlinear AC model [23]. When an initial set of links fail, the smart grid can be divided into one or more connected components, each of which can operate autonomously. Components with no supply or no demand become dead, and the supply and demand within alive components are rebalanced. This rebalance changes the power flows on each link and result in the outages of more links, i.e., cascading failures [23]. Assume the cascade process follows the shedding and curtailing balancing rule [23], [24], and deterministic link outage rule [23]. We aim to evaluate the risks of link initial failures (indicated by $x$ ), and study their impact on the occurrence probabilities of link cascading failures (indicated by $\mathcal{E}_{n}$ ), utilizing our MIS-Learning framework.

Similar with the backbone network scenario, for each $\mathcal{E}_{n}$ with occurrence probability $\mu_{n}$, we take the customized pure IS distribution in [9] as $Q_{n}(x)$ of $\mathcal{E}_{n}$. We derive $\xi$-similarities


Fig. 5. The smart grid topology and $\xi$-similarity information. efficiently estimated at the same time, and we introduce the Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on July 08,2023 at 09:48:55 UTC from IEEE Xplore. Restrictions apply.
$\xi$-similarity to partition events into subsets with smaller $\xi$ values, which can be efficiently estimated via MIS at the same time.

Note that the IS distribution design can also jointly consider multiple rare events $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$. However, both the objective for designing such an IS distribution and the methods to optimize this objective need a careful design. And this is quite different from designing IS for a single rare event, where we only need to consider minimizing the variance for estimating $\mathcal{E}_{n}$. As the basic idea of IS is to use a distribution $Q(x)$ rather than the original distribution $P(x)$ to generate $x$ samples. The mixture distribution $Q(x ; w)=\sum_{n \in[N]} w_{n} Q_{n}(x)$ obtained using our method can be considered as an IS distribution $Q(x)$ designed for $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$.

### 7.2 MIS-Learning versus Stochastic Optimization

The MIS-Learning can be viewed as the stochastic optimization (SO) problem over the simplex: to minimize the objective function $L(\sigma(w))$, we choose at each round an action $I_{t}$, which affects the variable $w$ and provides observations on $L(\boldsymbol{\sigma}(w))$.

In the common case where objectives are smooth, i.e., $L(\boldsymbol{\sigma}(w)) \triangleq L_{\text {SumVar }}(w)$, iterative gradient-based methods, such as the gradient descent (GD) and stochastic gradient descent (SGD) [33], are popular optimization tools. Yet in our setting, neither the gradient $\nabla L_{\mathrm{SumVar}}(w)$ nor its components can be computed exactly and so estimations are required. To accurately estimate $\nabla L_{\mathrm{SumVar}}\left(w^{(t)}\right)$ and meanwhile guarantee a good convergence speed, SGD needs to generate sufficient simulation samples from $Q\left(x ; w^{(t)}\right)$ at each learning round $t$, making the learning cost unaffordable.

When objectives are non-smooth, i.e., a pointwise maximum function $L(\boldsymbol{\sigma}(w)) \triangleq L_{\operatorname{SimCos}}(w)$ with smooth components, gradient mapping based methods [16] guarantee an exponential regret convergence. Yet in our setting, it faces the same problem of expensive gradient (or its components) estimation. A more challenging point is the constrained $w^{(t)}$ updating: the updating of $w^{(t)}$ has a fixed step size of $1 / t$ and constrained moving directions, i.e., $w^{(t)}=w^{(t-1)}+\frac{1}{t}\left(e_{I_{t}}-w^{(t-1)}\right)$.

Our method solves these challenges and reduce the gradient (or its components) estimation cost by generating only one sample $x$ from one of $\left\{Q_{n}(x)\right\}_{n=1}^{N}$ at each round. Hence, it has a "zero cost on extra samples". Besides, with SO, estimations of rare events $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ are performed only after deriving a proper $w$. In other words, samples generated while optimizing $w$ cannot be used for estimating $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$. As a contrast, our method estimates $\left\{\mathcal{E}_{n}\right\}_{n=1}^{N}$ and learns the optimal mixture $w^{*}$ at the same time. Thus, it also has a "zero learning cost".

### 7.3 MIS-Learning versus MAB Optimization

The MIS-Learning is also similar to the MAB optimization [34], [35], where at each round $t$, we pick an action $e_{I_{t}}$ and observe information on the loss function $L$. The major difference is that these works consider a cumulative regret $\frac{1}{T} \sum_{t \in T T} L\left(e_{L_{t}}\right)$ but we focus on the global loss $L\left(\frac{1}{T} \sum_{t \in[T]} e_{I_{t}}\right)$.

Problems related to the MAB optimization with the global loss have been studied in [14], [36], [37], [38], where they consider minimizing a known loss $L\left(w^{(t)^{\top}} V\right)$ with an unknown matrix $V$. This differs from our setting where $L$ is unknown and cannot be computed analytically. [36], [38]
consider a stochastic setting and achieve a convergence rate of $O(\sqrt{1 / T})$. The work in [37] considers an adversarial setting, but there are cases that their regrets cannot converge to zero. Our SumVar case is similar to [14], which considers the global loss $L\left(\frac{1}{T} \sum_{t \in[T]} e_{I_{t}}\right)$ and focuses on the strongly-convex and smooth loss function $L$. They consider $L(w) \triangleq$ $\sum_{n \in[N]} \sigma_{n}^{2} / w_{n}$ with the unknown but fixed $\sigma_{n}^{2}, n \in[N]$. Yet, in our setting, $\sigma_{n}^{2}, n \in[N]$ also depend on $w$.

## 8 Conclusion

This paper aims at providing efficient risk evaluation on many network rare threats. We develop an MAB OL framework to address the high simulation cost limitation of IS in estimating occurrence probabilities for a set of rare threats. Our framework consists of a mixture importance sampling optimization problem (MISO) and two OL algorithms. MISO aims to select the optimal mixture $w^{*}$ attaining various tradeoffs, which are quantified by two cost measures. We first show the objective function of MISO is computationally expensive to evaluate. Then we extend MISO to an OL setting to efficiently optimize the objective function without incurring any extra learning cost. Our SumVar and SimCos algorithms learn to minimize the sum of variances and simulation cost with regrets of $(\ln T)^{2} / T$ and $\sqrt{\ln T / T}$ respectively, where $T$ is the number of samples. We demonstrate our method on various realistic applications, and our method reduces the cost measure value by as high as 61.6 percent in the backbone network scenario, and by 68.8 percent in the smart grid scenario.
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[^0]:    2. In Algorithm 1, the derivation of $c_{n}$ relies on $Z_{n}$ and its moments, which are costly to compute exactly. In the implementation, we take the empirical estimation of $Z_{n}$ and its moments. This will not affect our regret upper bound conclusion as the derivation utilizes the upper bounds of $Z_{n}$ and its moments.
