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Abstract—In the past few years, P2P file distribution appli-
cations (e.g., BitTorrent) are becoming so popular that thg are
the dominating source of Internet traffic. This creates sigificant
problems to Internet Service Providers (ISPs), not only beguse
of the added complexity in traffic engineering, but the incrase
of traffic, in particular on the cross-ISP links, implies congestion
and a higher operating cost. In this paper, we consider an ISP
friendly file distribution protocol which uses the “exploiting-the-
locality principle” (ELP) to reduce the cross-ISP traffic. To show
its benefit, we derive an upper and lower bound of cross-ISP
traffic for the protocols which rely on ELP, and show that the
cross-ISP traffic can be reduced significantly when the numbre
of peers within an ISP increases. To carry out realistic stug,
we design and implement our ISP-friendly protocol (which is
compatible with the current BitTorrent protocol) and carry out
large scale experiments on PlanetLab to measure the reduct
of the cross ISP-traffic and the file downloading time. More
important, we also show how the proposed ISP-friendly protool
can handle the ‘black-hole” security attack. This paper sheds
light on the merits and design direction of ISP-friendly cortent
distribution protocols.

I. Introduction

since ISP needs to accurately determine which file to cache
or replace. Not only caching requires additional infrastiiue

and cost, but also introduces legal problem to the ISPs due to
the copyright issue.

Researchers propose some techniques to reduce the cross-
ISP traffic. One is to select a single peer, called the "gayewa
peer”, to connect to the external world [13]. This technique
requires constant maintenance of the gateway architebgure
the ISP and make sure that it would not be selfish and would be
glad to upload to other internal peers within this ISP. Aroth
technique is to modify the tracker to return margernal
peers when a peer requests a neighbor list [6]. This teckniqu
weakens the connectivity of the P2P network in order to reduc
the cross-ISP traffic. There are some proposals on enhancing
the cooperations between ISPs and P2P users [25] [4] [5].

In this paper, we introduce anSP-friendly file distribution
protocol’, which is based on the BitTorrent protocol and can
reduce the cross-ISPs traffic. Our protocol differs from the
above techniques in that it relies on pieces availability bu
not only file availability to decide which neighbor to chock
(Choking is a temporary refusal to upload; It stops uplogdin

P2P technology has been recognized as a mechanisnbud downloading can still happen and the connection doesnt
deploy scalable service on the Internet. This can be obderveed to be renegotiated when choking stops). Thus it rexjaire

by the wildly popular services such as content distributian little more information (bitmap in BitTorrent) to make bextt
BitTorrent [9], VoIP via Skype, and IPTV via PPLive. Unlikedecision. Our proposal is end-hosts oriented, which can be
the traditional client-server or fixed-infrastructure temt dis- deployed easily and at the same time, promote collaboration
tribution (e.g., Akamai), P2P technology has the selfingal between ISPs and P2P users. The goal of our protocol is to
property: the supply capacity grows linearly with the dechanreduce the cross-ISP traffic, maintain good file downloading
The popularity of P2P applications, in particular, the fiie-d performance and at the same time, do away with expensive
tribution application like BitTorrent, introduces someatleng- infrastructure support. The protocol relies on the follogyi
ing issues. Studies show that P2P applications accountvéar oidea: downloading pieces from internal peers (who belong to
60% of the traffic seen by an ISP [7]. Worse yet, pre-dominatite same ISP) as many as possible, i.e., peers tend not to
of the traffic goes through the cross-ISP links since thesensider external peers (who belong to other ISPs) if theepie
applications do not distinguish between ISPs’ boundafieis is held by some internal peers. We call it thexploiting-
not only presents significant traffic-engineering challetp the-locality principlé (ELP). The ELP is:never download
ISPs, but the large volume of cross-ISP traffic also implies énformation from external peers if there exist at least oopyc
increase congestion level and more important, high opeyatiof the information among the internal peeis is possible
cost for ISPs. to modify the BT clients’ interested behaviors to followghi
ISPs have several options to deal with the above probleptinciple without changing the topology of the BitTorrent
One approach is to control the file distribution traffic vizkat network (Messages flows, such b#field, haveetc., are the
throttling. However, this is not an effective solution sincsame as the official protocol, although the data flows are
applications can always use dynamic port to bypass detectidifferent), so that make the peer adapt to new situation much
Also, throttling discourages users within an ISP and thesgore quickly than the topology maintenance approach. The
users may opt to switch to another ISP for service. Anotheentributions of our works are:
approach for an ISP is to perform caching so as to limit « We analytically quantifythe merits when file distribution
the cross-ISP traffic. However, caching can be complicated protocols follow the ELP. In particular, we derive the



lower and upper bounds of incoming cross-ISP traffiwilling to follow the exploiting-the-locality principle(ELP).
under regular peer arrival (i.e., Poisson process) afbviously, only when the reduction of cross-ISP traffic is
bursty peer arrival (i.e., flash crowd). high, then one should consider designing and implementing
« We propose and implement an ISP-friendly protocol oan ISP-friendly file distribution protocol. In our analysise
existing BitTorrent client software. It is compatible withconcentrate on two common scenarios in P2P file distribution
the current BitTorrent protocol. We show that a clientegular peer arrival and a big bursty peer arrival (flash chow
only needs to control thencomingcross-ISP traffic and
theoutgoingcross-ISP traffic will be reduced accordingly, Assumptions

« We carry out experiments and measurements on Planet- . .
Lab to demonstrate significant cross-ISP traffic reduction Unlike previous work which focused on the performance
and good file downloading performance. modeling of file downloading time, we model the amount of

« We illustrate theblack-hole security attackand show cross-ISP traffic. For our mathematical model, we make the

how the modified ISP-friendly protocol can overcome thi®!loWing assumptions:
problem. « Peer arrival process is characterized by a Poisson process

with an average rata.
Peers are alpersistentin the sense that they will not
abort before they finish the file download.
To ensure file availability, we assume there exists at least
one seederin the system: some peers are willing to
publish the original file to the P2P network.
Whenever a peer (or leecher) obtains all pieces of a file,
the peer will leave the system immediately.
All peers become aware of a piece as soon as this piece
is downloaded into the ISP.

o The piece diversity of the P2P system is very good so
Il. Mathematical Models that peers will be interested in each other with high

We consider a P2P file distribution system which dis- probability.

seminates files to a large number of peers. The file to pote th"?‘t the last assumption is a common assumption for
disseminated, say, is divided into many pieces. Formally,mOSt fluid models of P2P systems [10], [11], [23]. One may

we haveF = {Cy,Co, ...,Cx} in which the fileF hask > 1 argue that théast piece probIermnay destroy this assumption, _
piecesC; is theith piece of F andC; N C; = 0 for i # ij but thg measurement results in [1], [15_] and the stochastic
peer that holds all pieces of the file is callecsgederwhile 2nalysis [16], [17] show that peers show interest of eackroth
a peer that holds a subset of pieces is calldeezher To most of the time and the last piece problem only affects the

download the file, a peer (or leecher) needs to download Q?t fevy pieces. lts effect in. the mathemati_cal model can be
K pieces. safely ignored for a large file which contains thousands of

Before we present the analysis of an ISP-friendly protoccﬂfeces' This assumption means that the downloading rate for

let us consider the current P2P file distribution systemhsufﬁl given peer can be represented by a random variable which

as BitTorrent, in which peers do not consider the boundalyndependent of its downloading progress. _
Note that based on the ELP, if there exists a seeder in an

between ISPs in their data transfer. We call such kind of ) i i
P2P file distribution asrandom downloading What we are ISP, then all peers in that ISP will never download piecesfro
interested in is the amount of cross-ISP traffic. Assume tHft€"nal peers and the incoming cross-ISP traffic is zers Th
the number of peers in the P2P systemNs n of which is a trivial case. We consider a more interesting case wherei
are within the ISRA. Assume that the bandwidth distributionf® Seeder does not reside in an ISP. The derivation of the
of peers is independent of which ISP the peers belong f0SS-ISP traffic for an ISP-friendly protocol is complieat
Considering a randomly chosen peer which resides in the 13p4 it depends on the specific implementation of the profocol

A, the probability of choosing a peer outside I1SPfor the but instead, one can derive a upper and lower bound of this
da;ta transfer is measure. Before we present the formal analysis, let us use an

f=1- n 1) example as shown in Figure 1 to illustrate the idea. The file

’ N has20 pieces and at this moment, there arpeers within the
Thus the expected fraction of file content which is downlahdéSP. Letv; be the fraction of progress in the file download
from (upload to) peers outside ISRis (1 —n/N). The total for peeri. In this example, we have; = 0.3 (6 pieces),
amount of incoming (outgoing) cross-ISP traffic is approxis; = 0.15 (3 pieces) andy; = 0.2 (4 pieces). Since peers
mately ((1 — )  file size). This represents a large voluméollow the ELP, only those missing pieces by all peers would
of cross-ISP traffic because usually there are many peersbi downloaded through the cross-ISP link. How many pieces
a P2P file distribution system, for instand€,is much larger would be downloaded through the cross-ISP link before the
thann andn is relatively large. next peer departure? In the best case, when all peers possess

In analyzing the performance of an ISP-friendly protocodifferentpieces from each others, then the external download

we seek to derive the amount of cross-ISP traffic if peers amdll be d = 1 — Zlevi = 0.35 (7 pieces) and this is the

The outline of our paper is as follows. In Section I, we
present the mathematical models and derive the upper and
lower bound of cross-ISP traffic when the file distribution
protocol follows the ELP. In Section Ill, an ISP-friendlydil  *®
distribution protocol is presented. In Section IV, we d&su
our experiments on PlanetLab and present our measurement
results. Black-hole security attack is presented in Sectio  °
and we show how the modified ISP-friendly protocol can cope
with the problem. Related work is given in Section VI and *
Section VII concludes.



lower bound. In the worst case, the set of pieces possesstte, denoted by'(d), is upper bounded by
by any peer is a subset of the set of pieces possessed by B
the peer with the maximum progress. In this case, we need E(d) < -(1-e),
to download all 3m|ssmg pieces of peer 1 anq it is eque\}hereﬁ: \T.
to d = 1 — max?_{v;} = 0.7 (14 pieces), which is the i . o

L L .. Proof: Please refer to the Appendix for derivation. |
upper bound. The remaining question is how to uncondition
the number of peers and’s. We are now in the position ]
to develop the mathematical model. We are going to apply Heterogeneous Case Analysis
fluid approximation in our analysis in the next two sections, In here, we extend our model to consider the heterogeneous
which require that the file is divided into infinite (or so manycase where peers have different downloading time (or éiffer
pieces that two peers will not request the same piece at thendwidth).
same time. Once this assumption is violated, the resultddvou In a large P2P system, the total service capacity of the
be violated. Thus this bounds would be a good approximatiegistem scales up as the number of peers increases [26], and
only when the file is divided into thousands of pieces or morthe downloading time is roughly independent of the number
As mentioned before, we consider two scenarios: regular peé peers in the system. We ug§é& which is now a random
arrival case and flash crowd case. Let us first focus on thariable, to represent the file downloading time of a peer and

3|~

analysis of regular arrival case. extend the model to derive the bounds of the heterogeneous
case.
File EEEEEEEEEEE Theorem 3: For a given ISP in which all peers use an ISP-
TheiBest Gase friendly file distribution protocol, there is no seeder irath
vi [CEE EETE B . . . .
e — I ISP and the peers arrival process is characterized by adPoiss
il = process with an average rake Let ¢; be the probability that
Thevigstass the downloading time for a peer will bg, then the average
V1 SRER B - I . . . H
" — ) amount of incoming cross-ISP traffic caused by each peer in
peer1 peer2 peer3 vi W 5| ]

the steady state, denoted B¥(d), is bounded by

Fig. 1. lllustration of the lower and the upper bound of cft8B traffic 1 _a
ﬁ(l e "),
wheren = Ag171 + Agame + ..., and I;(z) is the modified
Bessel function.
Proof: Please refer to the Appendix for derivation. |
Let us first consider the homogeneous case: the file doWSamark: In summary, Theorem 3 gives the lower bound and
loading time is the same for all peers. Without loss Qfpper bound of the average cross-ISP traffic caused by each
generality, assume the file sizelisand the file downloading peer when all peers adopt the ELP. To illustrate the spread
time is T". We have the following result. of these bounds, we consider an ISP with different values
Theorem 1: For a given ISP in which all peers use an ISPyf 5. Figure 2 illustrates the spread of these two bounds
friendly file distribution protocol, if there is no seeder ingn the cross-ISP traffic, as well as the average cross traffic
that ISP, peers arrival process is characterized by a RDiIS§ghen one uses the random downloading strategy (e.g., the
process with an average rateand all peers in that ISP haveconyentional P2P file distribution protocol) with = 200
the same downloading timé, then the average amount ofyeers in the P2P system. One can observe that both bounds
incoming cross-ISP traffic caused by each peer in the steafitrease quickly when (the in the theorems), the average
state, denoted by(d), is lower bounded by number of peers within that ISP, increases. Notice that the
A — cross-ISP traffic for random downloading remains high. This
E(d) 2 e™"n 1/211(2\/5)’ justifies the design and implementation of an ISP-frienddy fi

wheren = \T and I () is the modified Bessel function. distribution protocol.

Note thatin = AT is the average number of peers in that ISP,

and this lower bound is decreasingunction of 7. D. Flash Crowd Analysis

Proof: Please refer to the Appendix for derivation. i Let us now consider the flash crowd scenario when a large
Assume that each peer is aware of other peers’ statenimber of peers arrive to the ISP in a very short period of time

real time, then for a P2P system which follows the ELP, orkhis occurs, for example, when a very popular movie or an OS

can derive an upper bound of the average cross-ISP traffickesnel update is being first published to the Internet. Based

follows. the same assumptions we made in the regular arrival analysis

Theorem 2: For a given ISP in which all peers use an ISPexcept that peer arrival process is no longer Poisson),ane ¢

friendly file distribution protocol, if there is no seeder irderive the upper and lower bound of the cross-ISP traffic.

that ISP, peers arrival process is characterized by a Rois3tieorem 4: For a given ISP in which all peers use an ISP-

process with an average rateand all peers in that ISP havefriendly file distribution protocol and there is no seedethat

the same downloading tim&, then the average amount oflSP. At timet = 0, n peers arrive and there is no more peer

incoming cross-ISP traffic caused by each peer in the steatyival aftert > 0. Let 75 (Timaz) be the shortest (longest)

e " V21(2vR) < E(d) <

B. Homogeneous Case Analysis



—— Random downloading(N=200)
- - -ELP upper bound
ELP lower bound

theINTERESTED message doamtindicate which piece this
peer wants. The piece selection is determined in later step.
Uploading is calledunchokingin BitTorrent. Each peer
unchokes a fixed number of peers simultaneously (the default
number is four). Which peers to unchoke is determined by
the current downloading rate from these peers, i.e., eaeh pe
uploads to the four peers who provide it with the top four

o 0.31 \

802 ~ downloading rates. This unchoking mechanism is called the
o TR tit-for-tat policy, and one implication of this policy is that it
o - - - T —" deters free-riding. Beside the tit-for-tat policy, theseanother

" unchoking mechanism called tlogtimistic unchokingwhich
allows each peer to explore the downloading rates of other
peers. Under the optimistic unchoking, each peer randomly
selects another peer to upload without considering thacserv
contribution of the selected peer. Optimistic unchokingss
downloading time of these peers. The average amountt@fo purposes: (1) it helps new peers to get some pieces so
incoming cross-ISP traffic caused by each peer, denoted thyt they can contribute to the community, and (2) it is an
E(d), is bounded by attempt to discover another peer with a higher uploading rat
- If this kind of peer is found, then the peer with the smallest
I/n < E(d) < <1 + log (ﬂ)> /n. downloading rate in the regular unchoking set will be repthc
Tmin by this peer.

Downloading in BitTorrent is determined by the piece
selection policy called théocal rarest first When a peer is
ready to download from another peer, usually there are akver
Eotential choices of pieces to download. Under the localstar

Fig. 2. Average fraction of cross-ISP traffic vs. the averagmber of peers
in the ISP

Proof: Please refer to the Appendix for derivation. |
Remark: Notice thatr,,.. is the downloading time of peers
with the lowest downloading rates,,;, is the downloading
time of peers with the highest downloading rate. It is inte
esting to observe that the upper bound of the cross-I1SPctra
depends OMy,q0 /Timin @ndn only.

Irst strategy, a peer will choose the piece which has thd leas

number of copies among its connected neighbors to download

first. The local rarest first policy not only can balance the

] ] distribution of pieces in the system, but can also enhanee th
[1l. An ISP-friendly BitTorrent Protocol overall file availability.

In this section, we present ol@8P-friendly file distribution  Let us now present our ISP-friendly protocol. In essence,
protocol which uses the ELP to reduce the cross-ISP traffit.is a variant of the BitTorrent protocol which exploits ELP
To appreciate the proposed protocol, we first provide a brighe goal is to reduce the amount of cross-ISP traffic and at
review of the BitTorrent (BT) protocol. Note that one desigthe same time, maintain good performance (e.g., small file
requirement of our protocol is that it has to beofpatiblé downloading time). There are many details in our protocol,
with the current BitTorrent software and our clients cahut the basic idea isa peer will not download a piece from
communicate directly with existing BT peers. This featurexternal neighbors if he finds that this piece is held by some
is particularly important since this new service can then heternal neighbors.
incrementally deployed. To adopt ELP, it is necessary for a peer to distinguish peers

Under the BT protocol, a file is to be divided into manyhat are within the ISP and peers that reside in other ISRs. Fo
non-overlapping pieces (the default size is 256 KB) andethe BitTorrent peer, it obtains the IP addresses of its comaect
is at least one peer, which is called a seeder, who holds rélighbors from the tracker. Therefore, a peer needs to find
these pieces and this seeder wants to publish the file. A ptee relationship between an IP address and its associaled IS
can get the file either from the seeder, or from other peefbis type of association can be easily constructed usinlg too
holding those pieces it does not possess. Each peer offé¢g the ASFinder in the CoralReef suite [3], or exploit the
upload service to other peers only to the extend that thécgervCDN information as suggested in [8]. In fact, an ISP can set
is reciprocated. By coupling the service each peer canweceilp a “whois” server to provide this mapping service to all
to its upload contribution, the BT protocol successfullykes peers within its domain. It only needs to map all IP addresses
each peer play a role of a server and thereby improve thelonging to itself and its customer ISPs as internal peerd,
performance of the system. There is a special node calléds can be easily constructed using the CIDR address format
the tracker, which keeps track of all peers in the systemAn important pointis that there is @tonomic incentivéor an
A peer needs to first contact the tracker to get a subset!8P to provide this type of mapping service. It can encourage
peers who are downloading the file. This peer then estalslisieers to use the ISP-friendly protocol, therefore reduee th
connections to other peers and finds out what pieces thesess-ISPs traffic and its operating cost.
peers possess. Then this peer will send oUNFERESTED Being able to distinguish between internal peers and exter-
message to its connected peers, indicating that theresexf¥l peers, each peer can exploit the ELP via the following
some pieces it does not possess and this peer wishesStgps:
receive some download service. One important point is thatl) Divides its neighbors into two typénternal neighbors



are the neighboring peers which belong to the sameBefore we leave this section, it is important for us to
ISP as itself, an@xternal neighborsire the neighboring comment about the difference between the proposed ISP-
peers which belong to other ISPs. friendly protocol and the idealized model as presented in
2) Creates a listC; where Cy[j] records the number of Sec. Il. In practice, the BitTorrent protocol (and the prego
copies of thej** piece that are within thénternal ISP-friendly protocol) is quite involved. It contains many
neighbors Similarly, creates a listCr where Cg[j] mechanisms to ensure good performance, suchiaadom
records the number of copies of th& piece that are first piece selectionendgame modeanti-snubbingand so
within the external neighbors on. Furthermore, each peer only has a partial view of the
3) For a given peer, lef;, denote the set of pieces held bywhole P2P system and can only make decisions based on its
this peer (or localhost). For a neighboring peer,fgt local information. In addition, it takes time for informati
denote the set of pieces held by this neighbor. If it is af@.g., piece availability) to be propagated throughoutR2e
internal neighbor, sends dNTERESTED message to network. Therefore, this ISP-friendly protocol may degiat
it if it has some pieces which are not possessed by tfrem the ELP in the sense that
localhost, i.e..Fr\Fz # 0. If itis an external neighbor, , Each peer may not be connected to all internal peers.
sends arINTERESTED message to it if it has some , The piece availability information cannot be updated
pieces which are not possessed dil internal peers, instantaneously.
i.e., Cr[j] = 0 for somej € Fr\FL. The above scenarios may lead to the situation that dupticate
4) Upon an unchoking event, the peer has to handle jfeces could be downloaded from external peers. The impact
differently depending on whether it was unchoked by &g the first scenario can be reduced if peers can contact the
internal neighbor or external neighbor. If the peer wagacker more often to request for more neighbors. The impact
unchoked by an internal neighbor, the peer will request ihe second scenario can be reduced if peers can update thei

a piecek using the local rarest first policy over;: local information (e.g., piece availability) more freqtignwith
k = argmin {C;[j]}, j € Fr\FL. 2y each other.
r%mn{ iy R\ @ Notice that the ISP-friendly protocol only manage the

If the peer was unchoked by an external neighbdﬂcoming cross-ISP traffic. By doing so, it also reduces the

available in the internal neighbors and using the locgle€chanism in BitTorrent. This mechanism enforces certain
rarest first policy over's: degree of fairness in data exchange and therefore the total
amount of outgoing cross-ISP traffic is approximately equal
k= arg}nin {Celjl}, 7€ Fr\FL,Ci[j]=0. (3) to the incoming cross-ISP traffic. This is verified by our
) ) experiments which are presented in the following section.
All other parts of the ISP-friendly protocol remain the same
as the f:urrenrt] I|3<i_tTorre3t pr(f)to%ol, e.g., tracking, fit-fat, IV. Performance Evaluation and Measurements
optlmlstlc_unc oKing and so ort_ ' e In order to evaluate the cross-ISP traffic reduction and the
According to the above mentioned modifications, whether . . ; :
. : : . ) : average file downloading time of the proposed ISP-friendly
piecek is a potential choice for downloading from a neighbor-

ing peer can be determined by the following decision fum:tioprOtOCOI' we modify a BitTorrent software to implement the
gp y 9 ISP-friendly features mentioned in Sec. Ill and carry out

def want(k): experiments and measurements on the PlanetLab. To compare
returnk € Fr\F, and the proposed ISP-friendly protocol to the current BitTatre
(ISPycighvor == ISPiocathost OF Crlk] == 0) protocol, we also instrument the same BitTorrent software t

collect traffic information for comparison. In the follovgn

If want(k) returns “False” for all piece index, then the L ) .
we describe in detail on how we carry out the experiment.

peer isnot interestedn this neighbor. If it returns “True” for
some piece indek, then the peer will send dNTERESTED
message to this neighbor and wait to be unchoked. A. Choice of the BitTorrent Client

Upon unchoked by an internal (external) neighbor, the peerThe first BitTorrent client was developed by Bram Cohen,
can use the functiowant(k) to find out all potential pieces the inventor of the BitTorrent protocol [9]. Note that thene
to request, and then look up the taltle (Cr) to determine many other BitTorrent clients available, such;&orrent, Bit-
which piece to request first based on the local rarest firgétypol Comet, Azureus and so on. Since there is no de facto standard,
Notice that when all neighbors are internal neighbors or alohen’s BitTorrent client is considered as the referencéie
neighbors are external neighbors, this ISP-friendly proto BitTorrent protocol. Thus, this client is also called theffi@al
behaves exactly the same as the current BitTorrent pratoc@itTorrent client”. It is an open source software, writtem i

In summary, the ISP-friendly protocol proposed above usPgthon and can be executed on many different platforms.
the ELP to send thENTEREST message, and during the piecéMost BitTorrent clients maintain compatibility with thefuafial
selection process, uses the ELP and the local rarest fiisypolBitTorrent client. The main differences of these clients e
By doing so, a peer determine which peers to download fromser interface, configuration options (e.g., caching optm
and also attempts to avoid downloading any duplicate piemduce disk access) and certain extensions to the BitTorren
which resides within the same ISP. protocol (e.g., UDP transport to traverse NAT). Our goal is



to evaluate the basic BitTorrent protocol and the proposdiferences between "AS” and "ISP”, but it does not matter to
ISP-friendly BitTorrent protocol. Thus, we choose the ddfic our experiments, or we may call it "AS-friendly protocol”).
BitTorrent client and we instrument the official BitTorrenin our experiments, we consider six “ISPs”: Berkeley (16

client version 4.4.0 which was released in 2006. nodes), Columbia (3 nodes), Cornell (6 nodes), MIT (7 nades)
Princeton (11 nodes), and OTHER (32 nodes). Since there may
B. Experimental Setup be more than 60 peers for some experiments, we may assign

3?veral peers to the same node. But to avoid overloading the
peer arrival and flash crowd. For each scenario, we run de, no more than three peers will be running on the same

categories of experiments with the same settings, one Wﬂﬂde at any time. Although all node§ are In universities _Whic
the official BitTorrent client, the other one with the ISPSEeMS 1O have good network condition (and seems different

friendly BitTorrent client, thus there will be four catedes from real situation) , we monitored the connections & trensf

of experiments in total. In order to compare their cross-IS) tes and found that the network condition is not very stable

traffic and the file downloading performance, each clienslo similar to real situation) since CPU/Memery/Ba_ndwitdh is
the following information: starting time, ending time, bgt hared by many Planetlab users at the same time for each

downloaded from internal/external neighbors, bytes updaa Pllar?eltLabeOC(ije..gL:]rther mgrg, IWe pick sEms PlanetLab nodes
to internal/external neighbors. wit ow bandwl th (e.g. * sl.cs.cornell.e u) to represse
more difference in network condition.

We carry out experiments under two scenarios: regul

TABLE |
DEFAULT CONFIGURATIONS FOR THE OFFICIALBITTORRENT
C. Regular Peer Arrival

Configuration option Default value . . )
the maximum upload rate 20 KB/s In the following experiments, we study the cross-ISP traffic
tthe maximum number of peers to upload to 4 and the file downloading time of the official BitTorrent and
the number of pieces downloaded before 4 the proposed ISP-friendly BitTorrent in regular peer ariv
switching from random to rarest first . . . .
time interval to request more peers from the tracker 300 secs. scenario, 1.e., peer arrival to the ISP is a Poisson prod’ess.
the minimum number of neighbors before 20 carry out meaningful and realistic experiments, we insgnm
requesting more peers from the tracker each ISP with a different peer arrival rate and peers from
the maximum number of neighbors 80

different ISPs participate in the same torrent file sharigte
that we have six ISPs: Berkeley, Columbia, Cornell, MIT,
There are many configuration options for the official BitPrinceton, OTHER. In our experiments, we initiate the seede
Torrent clients. Some default values are shown in Tableis. Itand the tracker in Columbia and there is no other peer in
outside the scope of this study to evaluate the impact of eachlumbia. Peers are launched in the other five ISPs according
BitTorrent's parameter. In our experiments, we use theulefato Poisson processes. We know that the sum of several
parameters except that: the time interval to request maespeindependent Poisson arrival streams is still Poisson alrriv
from the tracker is set to 60 seconds, the minimum numbiwus the peer arrival for the whole P2P network (containing
of neighbors before requesting more peers from the traskeffive ISPs) is still Poisson. We carry out the experiment misti
set to 80. We set these two parameters to help peers discdirees with the peer’'s average interarrival time24$s, 167s,
other peers and connect to them sooner. 125s, 100s, 67s and 50s respectively for a certain ISP (e.g.
The typical file size of a BT file distribution ranges fromBerkeley), and the peer arrival for other ISPs are adjusted
tens to hundreds megabytes (files can be music albums, @&cordingly to make sure that the peer arrival for the whole
shows, movies and so on). Usually users will set the maximup2P network is a Poisson process with an average interarriva
uploading rate ¥ 100K B/s) much larger than the defaulttime beingl6s. This implies that the ratio of peers in Berkeley
setting to speed up their downloading. Since the PlanetLabd the peers in the whole P2P networks will be abbiét,
resources are shared by many users simultaneously, vérg4, 8/64, 10/64, 15/64 and20/64 respectively. There are
high volume traffic is not allowed. Thus we use the defautivo categories of experiments with the same settings, one
maximum uploading rate2QK B/s), and reduce the file size with official BitTorrent client, one with ISP-friendly Bidrrent
and piece size by similar scale, so that the sojourn time @voudlient. Each category is carried out 5 runs, each run lasts fo
be similar to real torrents. The file size28 M B (compared to 48 hours (about8 « 3600/16 ~ 10000 arrivals in each run).
100M B — 200M B in real torrents). The piece size 3K B With the log file, we can calculate the average downloading
(compared tol128 KB — 256 KB in real torrents). How to time T in Berkeley, and then derive the average number of
choose the piece size is studied in [19], and a conventiomalers byn = AT
wisdom is stated in the unofficial BitTorrent specificati@).[ Experiment 1: Regular Peer Arrival for Official BitTorrent
There is a seeder in the system to ensure file availabilitylin &e carry out the experiment using the official BitTorrent
our experiments. To avoid the seeder become the bottlenedient with the settings mentioned above. Since rieeximum
its maximum uploading rate is set to 50KB/s, larger than theploading rate of a peer is 20KB/s, and there is only one seede
maximum uploading rate of other peers. in the system whose upload rate is negligible comparing to
Since most nodes in the PlanetLab are within universitighe aggregate upload rates of all peers, therefore, theceeghe
one can consider each university as an “ISP”, and construai@vnloading rate of a peer in the system is upper bounded
database to map each PlanetLab node to “ISP” (There are sdyiye20 KB/s. For the experiment, the size of the published



file is 20MB, thus the average file downloading time would
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Fig. 3. Performance of the Official BitTorrent under SteadePArrival different average interarrival time using ISP'fnendlyDPmOI'
We also show the lower and upper bounds of the derived cross-

Figure 3(a) shows the average fraction of incoming and odSP traffic model. One can observe that the cross-ISP traffic
going cross-ISP traffic generated by each peer in Berkeltty wis greatly reducedcompared to the official BitTorrent client.
different average interarrival time. In Equation (1), weosh The experiment curve for the incoming traffic falls between
the fraction of cross-ISPs traffic for trandom downloading the bounds when, the average number of peers in Berkeley is
strategy and we also plot this curve in the figure. As stated lfger than7. Whens is small, the experiment curve exceeds
Equation (1), the expression = 1 —n/N wheren is the the upper bound. The reason is that the peers in Berkeley
average number of peers in a certain ISP (It is Berkeley herafe so rare compared to the whole P2P system, it is usually
andN is the average number of peers in the whole P2P systegfficult for a newly arriving peer in Berkeley to discoverdan
Both n and N can be calculated by the average interarriv@stablish connection to other peers within Berkeley sobienT
time and the average downloading time. From the figure, oHS newly arriving peer may request pieces from externetpe
can observe that the cross-ISP traffic generated by theadffi¢ven these pieces are held by some internal peers, resulting
BitTorrent client isvery similarto the random downloading @n increase in the cross-ISP traffic. Howeverpifis small
strategy. It generates a lot of incoming and outgoing ct6§s- in Berkeley, the aggregate cross-ISP traffic will not be very
traffic. One can also observe that outgoing traffic is slightsignificant. Notice that the ISP-friendly protocol diffefrom
less than the incoming traffic. The reason is that there isthg official BitTorrent client only in the downloading steafy.
seeder in the system and this seeder uploads to other paerdifyvever, the outgoing cross-ISP traffic is alsignificantly
never perform any downioading. Therefore, other ISPs @bseiredUCEd It is interesting to observe that the OUthing traffic
more incoming cross-ISP traffic. is much less than the incoming traffic whenis small, and

Figure 3(b) shows the cumulative distribution functioff can be interpreted like this: the newly arriving peer in
(CDF) of the file downloading time for Berkeley. It can beBerkeley performs little uploading to external peers corega
seen that the curve is sharp, which means that the downigadi@ downloading, since it has not many pieces to upload.

time for most peers are roughly the same. Figure 4(b) shows the cumulative distribution function
Experiment 2: Regular Peer Arrival for the ISP-friendly  (CDF) of the file downloading time for Berkeley. The first
Protocol observation is that the downloading time is slightly larger

We use the same setting as Experiment 1 except the cliefs10%) than the official BitTorrent. There are two reasons
are replaced by our ISP-friendly clients discussed in 8actifor the increase in file downloading time. First, since peers
lll. The results are illustrated in Figure 4. follow the ELP, the seeder, which resides in a different ISP,
Figure 4(a) shows the average fraction of incoming and outiay remain idle since downloading from seeder is considered
going cross-ISP traffic generated by each peer in Berkelty was cross-ISP traffic. Second, since some pieces can only be



downloaded from internal peers according to the ELP, it witb the tit-for-tat policy in BitTorrent. The reason for thight

also degrade some downloading chance. However, the gaplifference is that there is a seeder in the system who uploads

not very large and it will be reduced if there are more peets other peers but never perform any downloading.

within Berkeley. Another observation is that the varianée o Figure 5(b) shows the CDF of the file downloading time.

the file downloading time is a little larger than the officiallhe results indicate that it is very “deterministic” in thense

BitTorrent. that most peers finish the file download approximately at the

same time.

D. Flash Crowd Experim_ent 4: Fl_ash Croyvd for_ the ISP-friendly Protocol _
The setting of this experiment is exactly the same as Experi-

In here, we study the cross-ISP traffic and the file dowpent 3 except we use the ISP-friendly client. The results are
loading time of the official BitTorrent and the ISP-friendlyshown in Figure 6.

BitTorrent under the flash crowd scenario. There are five:ISPs
a seeder and a tracker are located in Columbia. All peergearri
att = 0 to the four ISPs. Number of peers in the ISPs are: 6
(Cornell), 12 (MIT), 18 (Princeton) and 24 (Berkeley). Taer
are two categories of experiments with the same settings, on
with official BitTorrent client, one with ISP-friendly Bidrrent
client. Each category is carried out 20 rum$ ¢ 20 = 1200
arrivals in each category) to obtain a good confidence iaterv
Experiment 3: Flash Crowd for Official BitTorrent
We use the official BitTorrent clients in this experiment.eTh s m = 20 —
results are shown in Figure 5. n
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Fig. 6. Performance of the ISP-friendly BitTorrent undeadf Crowd
Bos
<
£ Figure 6(a) shows the average cross-ISP traffic generated by
0.6 . .

g each peer in different ISPs. One can observe that the cross-
504 ISP traffic is significantly reducedcompared to the official
8 BitTorrent client (Figure 5(a)). We can also observe that
Qo . . . . . .
£o02 outgoing cross-ISP traffic is slightly less than incomingss-

. ISP traffic due to the tit-for-tat policy.

0 500 timel(g?o 1500 Figure 6(b) shows the cumulative distribution function of

the file downloading time. Again, it is very deterministic in

that most peers can finish the file download around the same

Fig. 5. Performance of the Official BitTorrent under Flastowd time. Compared with Figure 5(b), one can observe that the file
downloading time of the ISP-friendly client is onBlightly

Figure 5(a) shows the average cross-ISP traffic generatgarse & 5%) than the official BT client.

by each peer in different ISPs. The total number of peers .

in the system is50, thus we plot the curvgf = 1 — n/60 V. Black Hole Security Attack

(using Eg. (1)) to represent the random downloading styateg We have seen that the ISP-friendly protocol can greatly

One can observe that the cross-ISP traffic generated by tbduce the cross-ISP traffic while keeping good file down-

official BitTorrent client is very close to Eqg. (1). It mearsat loading performance. In this section, we present thi&ck

the official BitTorrent client also generates significantoamt hole attack, which may have a detrimental effect on the ISP-

of cross-ISP traffic in the flash crowd scenario. Anothdriendly file distribution protocol.

observation is that the outgoing cross-ISP traffic is slight Consider a free-rider in a file distribution session. This

less than the incoming cross-ISP traffic. This is justifie@ dudree-rider will advertise to other peers that it has a lot of

(b) CDF of downloading time



pieces (or all pieces of the file) but it refuses to providagentbased on the local information only. A credible evidence
any upload service to other peers. This type of free-ridefsat an internal peer works well on uploading to internalrpee
do exist in the current BitTorrent file distribution but theyis that it uploads to you recently. Based on this notion, we
only receive minimal amount of service: free riders can onlyevelop the selection algorithm as follows.

download pieces via the the “optimistic unchoked” conrmtti 1) Measuring the down|oading rate from each internal
Therefore, the file downloading time of these free-riders is peer, where; is the average rate for the ldBtseconds.

significantly larger than those normal peers who are willing 2) Ranking the internal peers in a list accordingrtoin
to provide upload service. This type of free-riding, howeve decreasing order.

can bedetrimentalto the ISP-friendly protocol. In particular, 3) Truncating the list for peers with; < R.

when the free-rider announces that it has all pieces of tae fil 4) picking the topy peers asactive co-agents

(or it_ p_rete_nds to pe a seeder), it prevents other interr@spe-rhere are three parameters in this algorithfy, R and q.
obtaining information from external peers, and this may haj. 4o not want theactive co-agentso change too rapidly.
the whole file download process within the ISP. We call thi§; \ve selectl” to be within 1 to 2 minutes. Threshol&

the “black hole attack is to prevent anti-snubbing attack in which a peer schedules
To overcome the black hole attack, one needs to provige satisfy just one request per 60 seconds to avoid getting

some mechanism to filter out the attackers or peers With nhed. A reasonable value fér is between0.5K B/s —
very low uploading rate. One may first consider the blacky /| astly, 4 is crucial to reducing the cross-ISP traffic.

listing technique to do the peers filtering. But black ligtin 5 ,r measurement study shows that it is sufficient ta;sets.

needs addition collaboration among peers since one pe& Copy o\ a1 ate the enhanced ISP-friendly protocol, we carty ou
not detect the attacker based on his own local view. Thige regular peer arrival experiments as follows.

addition collaboration, will make the ISP-friendly prowc e configure our enhanced ISP-friendly client to the
incompatible with the current BitTorrent protocol. Ingleave oo\ settings as SectionlV (e.g., maximum uploading rate
propose anEnhanced ISP-friendly protocabhich can filter g 20K B/s, maximum number of peers to upload to 4s
bad peers effectively while keeping the compatibility witle o) gyt the size of the file for downloading is now doubled

curr_en.t BitTorrent protopol. . . to 40M B. The peer arrival for the whole P2P network is
Similar to the I1SP-friendly protocol proposed in Section pgisson process with average interarrival time beihg

lll, each peer classifies its neighbors into two categorieg carry out the experiment multiple times with the peer's

internal peersand external peers In the Enhanced ISP- average interarrival time ag)0s, 333s, 250s, 166s and 125s

friendly protoco] each peer will pick less than or equal (Qggpectively for Berkeley. This implies that the ratio okpe
g internal peers as itactive co-agentgwe will show how to ;. Berkeley and the peers in the whole P2P network is
selectactive co-agentater). Denote the following set: about2/32, 3/32, 4/32, 6/32 and 8/32 respectively. In the

S = {c|piece c is missed by all itactive co-agents experiment, there is always one malicious free rider (oedak

seeder) in Berkeley. The three parameters of the enhanéed IS

the only thing we need to modify compared to the previriendly protocol are set a§ = 2min, R = 0.5KB/s and
ous ISP-friendly protocol is the decision functiaunt(k). ¢ = 10. The results are shown in Figure 7.
Whether piecek is a potential choice for downloading from
? nei_ghbor can be determined by the following new decisi% Result and Discussion
unction:

def want(k):

In Figure 7(a), one can observe that the cross-ISP traffic
returnk € Fr\Fs, and is significantly reduce_d compared_to the officia_il BitTorrent

(ISP,.. ISP ork € ) (reduced to about/3 in-our expe_znments). In Figure 7(b), _

neighbor localhost one can see that there is only a slight performance degoadati

If want(k) returns “False” for all piece indek, then the peer (< 10%) in the file downloading time compared to the official
is not interestedn this neighbor. If it returns “True” for some BitTorrent. Notice that the performance of the enhanced ISP
piece indexk, then the peer will send alNTERESTED to friendly protocol is not seriously affected by the malicou
this neighbor and wait to be unchoked. Upon unchoked by &ee rider. Actually the experiment results are similar to
internal (external) neighbor, the peer can use the newitumctFigure 7 when there are several malicious peers. And the
want(k) to find out all potential pieces to request, and theenhanced ISP-friendly protocol works well in the Flash Gdow
look up the table”; (Cg) to determine which piece to requesexperiments too. Due to the performance degradation, one
first based on the local rarest first policy. may worry about the incentive for user to adopt such ISP-

Now let us discuss how to pick thactive co-agentsThe friendly protocol. Actually, the performance degradatisn
intuitive notion ofactive coagentss that, if peerA considers because we care about cross-ISP traffic now, and thus there ar
peer B as itsactive co-agentit implies that peerd detects more constraints in our protocol compared to current BitTor
that peerB works well on uploading to internal peers, thus itent (most approaches proposed until now slow downloading
may not be necessary for peérto download the pieces which compared to current BitTorrent). Therefore, our aim is tefke
are held byB from external peers. As we emphasized earliea, happy/tolerant relationship between P2P users and 13es. T
we want to design a protocol which is compatible with thelight performance degradation in file downloading would be
current BitTorrent protocol, thus we can pick thetive co- acceptable given that the large reduction of cross-ISFdraf
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1 : : : downloading speed during the whole session under variety
B-w.g5._ settings. In [27], authors propose an analytical model for B
08 ""o-“::ﬁ like streaming applications. There are also numerous écapir
- x-Incoming traffic(Official BT) studies on the BT protocol. Measurement in [12], [15], [22]
~©-Outgoing traffic(Official BT) study the availability, performance and the choking mei@man
—— Incoming traffic(New protocol)
—©-Outgoing traffic(New protocol) of the BT protocol.
There are a few studies addressing the issue of cross-ISP

traffic. In [24], authors provide a mathematical framewark t
study the ISP peering and overlay traffic. In [13], authors
propose to place some “gateway peers” to connect to external
peers and other peers only download within the ISP. Authors
in [6] examine a technique named “biased neighbor selgttion
- -Official BT to explore traffic reduction. In [25], authors propose a P4P
— New protocol . architecture so as to allow ISPs to explicitly provide more
’ information and guidelines to emerging applications sugsh a
P2P content distribution and P2P streaming services. k®r th
architecture to be successful, it requires a number of I8Es a
' content providers to buy in to the architecture and that they
have to “trust” each other in providing guidelines and infiar
tion. Therefore, the P4P architecture needs to overcome a lo
of business negotiations and the security concerns frors ISP
in exposing their network information. In [5], authors pose
a lightweight solution that relies on an oracle service.8h [
authors propose to utilize the redirection behavior of CDN
SO as to estimate the peers “locality”. This is an altermativ
approach to get the locality information instead of the rac

And the performance gap of file downloading time can b_%ervice [5], or our approach of using the “W.h.OiS” service
n the Internet. In general, any locality exploiting prodbc

even reduced for the large ISP with many BitTorrent users | ; o - .
v g 9 WI y =l . eds some kind of locality information. To get the locality

it. That is one reason why we propose a protocol compatitﬂ% ) N ) .

with current BitTorrent, so that it is possible to deploy ith ormat|on,. our sygtem can use th_e whois service, or the
gradually. In the case that external peers upload muchrfaﬁ%ad_e Service or via CDN redirection so as to estimate the
than internal peers, it is a tradeoff between saving cr885- ocality information.

traffic and maintaining good download performance. We may

adjust the parameterB and ¢ in the enhanced protocol to VIL.
balance between this two ObjeCtiveS. ACtuaIIy, such trédso In this paper, we address how one can reduce the cross-
very common for locality-exploiting protocols (not only ou |Sp traffic for file distribution applications. We use a simpl
protocol) and worth understanding more in the future. and effective idea: exploit the content locality to redube t
traffic. We analytical show the significant cross-ISP traffic
reduction when one uses the above principle. We then design

VI. Related Work
In [18], authors provide a game-theoretic analysis on ho@\Pd |m_plement _SUCh mechanism on a BT software, carry out
to provide service differentiation on P2P networks. There extensive experiments and measurements on the PlanetLab to

a
several analytical studies on file distribution systemsigrat
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Conclusion

demonstrate its effectiveness. Lastly, we illustrate theclo

al. [26] study the service capacity of BT protocols and shoW’le security attack and how one can modify the proposed

that the service capacity scales well with the number ofspeepromcoI to address this problem.
thus providing fast downloading independent of the demand
rate. Qiu et al. [23] extend the model and provide an anatdltic

solution to a fluid model and show high scalability and stgpil 4
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obtained so far. Since the size of the file is 1, we have 1
fori e {1,...,n}. If v =37, v; <1, then thesen peers
need to downloadt least(1 — v) fraction of the file content
from external peers before the next peer departure from this
ISP.

We use the method of thmmbedded Markov Chaifl4] and
select the departure points as our observation pointse$irec
arrival is a Poisson process, we have

» = Prob(departure leaves peers in the systems

When a peer departs and observes that there peers within
this ISP withv = 7", v; < 1, then this ISP needs to
consume at leas@ — v) of incoming cross-ISP traffic before
the next peer departure.

When there are exactly arrivals from a Poisson process in
[0,¢], the unordered arrival times are uniformly, independently
distributed over[0,¢]. In our system, it means that all these
n downloading progresses are uniformly, independently dis-
tributed over|0, 1]. Formally, letX; be the random variable
denotingv;, we haveX; ~ U[0,1],i = 1,...,n. We are
interested inY,, = > | X; and its corresponding density
function f (v|n). To deriveY,, andf(v|n), one can use Laplace
transformation method:

1 —s
Xi(s) = g(l—e )
V() = [[Xls)= 21— ey = LS ci(ape,
. s" §™ 4 "
ah =
Thus
Floln) = Zcﬂ o)
(n—1)! J
LvJ
= ZC] 'U _‘7) -
(n—1)!
Focusing on the rang@g v < 1, we have
vnfl
= < =
f(vn) Tk 0<v<l,n=1,2,

systems, the service capacity of the system is proportimnalLet ¢ denote the incoming cross-ISP traffic between two
the number of peers. Therefore, one can model the P2P fittnsecutive peers departures. Since thespeers need to
distribution system within this ISP as ai/D /oo queueing download at leastl —v) fraction of the file through the cross-
system with arrival raté\ and service time".
Let p,, denote the probability that there arepeers in the 1
ISP. Since the service time &, the probability that there are F(d|n) > / (1—v)f(v|n)dv = —— n=1,2....
0

n peers in the ISP is equal to the probability that there are

ISP link before the next peer departure, we have

1
(n+ 1)V

n arrivals between timé¢ — T, t]. Since the number of peersNow consider the case = 0. When a departing peer observes
arriving in a time interval of lengtiy” is Poisson distributed that there is no peer in the ISP, this means that new arriving
with mean\T', we immediately obtain

The above statement is valid for alb> T', and thus also for

= QT ar

n!

n —

n=20,1,....

the limiting distribution.

Now consider when these peers have to download content

from external peers, e.g., peers which belongtioer ISPs

Assume that there are peers within this ISP at a certain

time. Letv; denote the fraction of file content that peenas

peers need to download exactly one copy of the file via the
cross-ISP link before the next peer departure. TR(&|0) =

1 = Gyqy- Given E(d|n) andp,, one can derive(d), the
average cross-ISP traffic caused by each departure.

an (dn)

3 "_e—ﬁ;
n! (n+1)!

n=0

E(d) = E(E(dn))

=e "n 2L (2VR)
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whereI; (z) is the modified Bessel function B wheren; = M\7; = Mg;7;. The number of peers with
Proof for Theorem 2: Similar to the M /D /oo formulation downloading timer; is independent of the number of peers
in the proof of Theorem 1, one can use the method of théth other downloading time in the ISP. Since the sum of
Imbedded Markov Chaimnd select the departure points agxdependent Poisson random variables is again Poisson, it

the observing points. follows that the total number of peers in the IBPis Poisson
Consider the situation that a peer departs and observes thiatributed. -

there aren peers wit_hin this ISP. The_prqgress of thespt_—:‘ers P = n_efﬁ7 n=01,...

are uniformly and independently distributed ovér1], i.e., n!

X; ~U[0,1],i=1,...,n. Consider the peer whose progresgneresn — S A= A i
is maximal. According to the ELP, those content held by this cqme thi’;l:tlthere are Z;éers in the ISP at a given time.

peer would not generate any cross-ISP traffic before the n&fjjar o the homogeneous case analysis, we know that the
peer departure. On the other hand, those content that are QQtant that peei holds, denoted as;, is uniformly and
1 1

being held by this peer may or may not cause a data trans{@fependently distributed ovef, 1]. Let X; be the random
over the cross-ISP link before the next peer departure (g iapie denotingy;, we haveX; ~ U[0,1],i = 1,...,n.
content may be held by other internal peers). To derive tl@:ﬁvenpn and X, one can derive the lower bound and upper

upper bound, we ignore the collision of two or more peeis, \ng of the cross-ISP traffic similar to Theorem 1 and
request the same chunk from external peers at the same tifi€.qrem 2. The result is

We considerZ,, = max?_; X; and its corresponding density
function asg(v|n). e " 21 (2vR) < E(d) <
Since ProbZ, <wv) =[];—, ProblX; < v), we have

(1 - ein)v

S

g(vln) = no™ 1, O<v<ln=12,... wheren = A> i ¢ and I (z) is the modified Bessel
function.
This requires at mogil — v) fraction of the file via the cross-  In fact, since each distribution function can be approxadat
ISP link before the next peer departure. We have arbitrary close by a discrete distribution function, onen ca
1 1 conclude that the result holds for general downloading time
E(dln) < / (1 —=v)g(v|n)dv = ——, n=12... distribution. |
0 n+l Proof for Theorem 4: Since there is no file content within

Consider the case that= 0. When a departing peer observeshe ISP at timet = 0, peers in this ISP should download at
that there are no peer in the ISP, the new arriving peers eeddast one copy of the file through cross-ISP link. Thus the
download one copy of the file via the cross-ISP link before thﬁ/erage cross-ISP traffic generated by each peer, denoted by
next peer departure. Thu&(d|0) = 1 = ﬁ. Given the upper E(d), satisfiesE(d) > 1/n.
bound of E(d|n) andp,, one can derive the upper bound of To derive the upper bound of the average cross-ISP traffic,
E(d), the average cross-ISP traffic caused by each departyimilar to the analysis in the regular arrival case, suppose
o0 the downloading timel" is a discrete random variable. Its
E(d) = E(E(dn)) = anE(dm) possible values arey, 7o, .. ., 7, Without loss of generality,
n=0 we assume that; < » < ... < 7,,. Peers arrive to the ISP

oo

T | 1 _ at the same time¢ = 0, and peers may depart the system at
g —e " =—(1-¢e") | :
—on! n+l @ tlmet:Ti,z:l,Q,..._,m. _ _ .
n= Let d; denote the incoming cross-ISP traffic during the

Proof for Theorem 3: Let T' denote the random variable oftime interval [tio1,7] ([0,71] for d;). Let D denote the
the file downloading time of peers. SuppdEeis a discrete total incoming cross-ISP traffic during the whole flash crowd

random variable with possible outcomesrof,, ..., 7, and downloading, we havéd = 3™ | d,.
m Consider those peers which depart at ;. The incoming
ProlT =7)=¢q, i=1,2,...,m, andz g =1. cross-ISP traffic generated during =] is dy, which is one
i=1 copy of the file. After the departure of peersratthe maximal

Let us first derivep,,, the probability that there ane peers in Pprogress of downloading in the ISP at timgare those peers
the ISP. One can split the Poisson arrival with rateto m  Who will finish at 75, their progress at this time ig, /7,.
independent Poisson arrival streams. The arrival rate efspeThus during[r;, 2], the internal peers will at most download

with downloading timer; is denoted by);. Thus (1—m1/72) of the file context from external peers, id&. < 1—
. 71/72. Similarly, one can consider the time interyal_,, 7;],
Ai = Agi, t=1,2,...,m. the cross-ISP traffiel; < 1 — 7,_1/7;. Therefore, the total

Using similar argument as in the previous section, the numifg0Ss-ISP traffic duringp, 7] is
of peers with downloading time; in the ISP is Poisson

distributed with mean\;r;, therefore the probability that we D = Z d; <1+ Z(l — Ti_l) =m — Z Til

haven peers of downloading time; is i=1 i=2 i=2
Cer)™ g - 1/(m—1) N
ni=-——e "iTi=—Le M =12 .m,n=01,.. < m—(m-1)(— m 22
’ n! n! Tm



The functiony = z— (z—1)a'/(*=1 is an increasing function
of x whenz > 2,0 < a <1. Thus

7\ VD -
D < lim m—(m—l)(—) =1+10g<—m>.
1

m—oo Tm

Since there are peers, the average cross-ISP traffic each peer
generated, denoted by(d), satisfies

E(d) < (1 +log <T’ﬂ)) /n. ]

Tmin
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