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On the Interaction and Competition among
Internet Service Providers

Sam C.M. Lee John C.S. Lui+

Abstract

The current Internet architecture comprises of different privately owned Internet service providers (ISPs) where higher

tier ISPs supply connectivity service to lower tier ISPs andcharge these ISPs for the transit service. For the higher tier ISPs,

the main concern is how to increase the profit by attracting more lower tier ISPs (or traffic), while the lower tier ISPs concern

about the connectivity, quality of service as well as the cost of the transit service. In this work, we seek to understand the

interactionbetween different tiers of ISPs. Note that the lower tier ISPs can transmit traffic to each other, either by purchasing

the service from higher tier ISPs, or by setting “private peering links” between themselves. Higher tier ISPs, on the other

hand, cannot charge the transit service at will since there is competition among higher tier ISPs. We model the interaction of

these ISPs via a game theoretic approach. We study the issuesof (a) impact of private peering relationshipamong the lower

tier ISPs, (b) under a competitive market, how can the highertier ISPs performresource allocationandrevenue maximization

so that resource monopoly can be avoided, and (c)conditionswherein higher tier ISPs are willing to perform network upgrade,

in particular, when we scale up the network. Our mathematical framework provides insights on the interaction among ISPs

and shows these ISPs can still gain profits as they upgrade thenetwork infrastructures. Extensive simulations are carried out

to quantify and support our theoretical claims.
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I. Introduction

The current Internet is formed by many different internet service providers (ISPs) which provide

connectivity and transit service. One of the main problems facing ISPs is how to increase the profit and

at the same time, sustain good performance as the Internet grows. One can loosely classify the ISPs into

two types: (a) higher tier ISPs which cover large geographical areas and provide transit service, and (b)

lower tier ISPs which provide connectivity service to regional users. For the lower tier ISPs, in order to

gain the Internet access, they need to purchase the transit service from higher tier ISPs. These higher tier

ISPs set their prices based on the service provisioning, andthe prices depend on the allocated bandwidth,

the amount of transferred traffic, as well as the competitiveprices from other higher tier ISPs. Note that

for lower tier ISPs which are within the same region, they have an option to set up “private peering

links” among themselves so that they can bypass the higher tier ISPs and reduce their operating costs.

The basic nature of thepeering relationshipis to exchange local traffic between the two lower tier ISPs

via the peering link without paying the higher tier ISPs for the traffic transfer. In practice, these private
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peering agreements can be quite complicated, involving many business considerations [7], [16], [4]. In

[6], authors discuss how a provider should price its services differentially based on their characteristics

such that prices can match service qualities. Authors in [5]also discuss how to present a cooperative

pricing strategy to provide a fair distribution of profits toISPs.

In [1], [10], [18], [21], authors study the economics of network pricing with multiple ISPs on the

Internet. These authors all study a basic question of how to set prices for the Internet services so as to

fairly share revenues among providers and at the same time, encourage the network to grow. However,

these work underestimate the impact of two important factors: (a) pricing competition among higher

tier ISPs and, (b) local peering relationship on the traffic demand. These factors have great impact

on the proper pricing strategy. The aim of this work is to seeka fundamental understanding of the

interaction between ISPs with peering links and competition. We explore how the peering relationship

and competition among higher tier ISPs can affect the service purchasing strategies and pricing strategies.

For a lower tier ISP, it has two options to communicate with another lower tier ISP: either use the

connection provided by higher tier ISPs, or to use the private peering link connecting between the two

peers (if available). Even for the simple case of a constant bandwidth demand, deciding on the proper

routing via these two connections is not a trivial task. Another factor which makes the decision of traffic

allocation difficult is that all lower tier ISPs want to maximize their own utilities, and at the same time,

reduce their operating costs (or payment) to the higher tierISPs. Also, an ISP’s strategy may depend on

strategies taken by other ISPs, as well as the pricing policies employed by the higher tier ISPs. All these

make it a challenging task to come up with an efficient transmission and routing strategy.

For the higher tier ISP, it needs to provide connectivity among lower tier ISPs. The main goal is to

maximize its profit by attracting more potential customers (e.g., lower tier ISPs). To maximize the profit,

a good pricing strategy is essential. In general, a higher tier ISP needs to address:

1. Profit Maximization :under a competitive market, does it exist a unique price by which the higher tier

ISP’s profit can be maximized under a homogeneous pricing scheme (i.e., all lower tier ISPs are charged

using the same price)? If it exists, how can one determine this optimal price?

2. Bandwidth Allocation:how should the higher tier ISP allocate the bandwidth to competing lower tier

ISPs and avoid the monopolization of bandwidth resource by asmall subset of lower tier ISPs?

3. Network Scaling and Capacity Upgrade:when the number of lower tier ISPs increases, is there any

incentive for the higher tier ISP to upgrade the network infrastructures such as the backbone capacity?

Can the increase in revenue compensate for the increase in cost of deploying new services?

4. Impact of Private Peering:what is the impact of private peering relationships betweenthe lower tier

ISPs have on the higher tier ISP’s pricing decision?

Take an example, some tier 1 ISPs, say AT & T and Verizon Business are providing transit service
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to some tier 2 ISPs, PCCW and Entanet. AT & T and Verizon Business are the higher tier ISPs, while

PCCW and Entanet are the lower tier ISPs. Besides buying transit service from higher tier IPSs, PCCW

and Entanet can establish a peering relationship under a service level agreement (SLA) between them.

They can then send data to each other with a lower or even zero cost. The considering issues of buying

transit service or not are the payment and the quality of the service.

The contribution of our paper is to answer the above questions. We use a “game theoretic” approach

to study the interaction of the two types of ISPs and illustrate the impact of private peering in the com-

petitive market. In particular,

1. We present a generalized competitive model that capturesthe pricing competition among the higher

tier ISPs and traffic demand and routing decision of the lowertier ISPs. This two-tiers-interaction repre-

sents a basic framework of the current Internet.

2. We show how lower tier ISPs can distributively determine their transmission and routing decisions

via a convex optimization method.

3. We propose a distributed algorithm for higher tier ISPs toallocate their bandwidth resources to lower

tier peers so as to avoid resource monopolization.

4. We show how a higher tier ISP can infer an optimal pricing soas to maximize its profit even under a

competitive environment among other higher tier ISPs.

5. Last but not least, we consider the issue of network scaling (when we increase the number of ISPs)

and derive conditions wherein higher tier ISPs have the incentive to upgrade the backbone capacity.

II. Network and Game-theoretic Models

In this section, we describe our network model and formulatemathematical models for various ISPs.

Figure 1 depicts our network model. The network consists ofn lower tier ISPs andm higher tier ISPs.

Lower tier ISPs can communicate with each other by sending traffic via the private peering links between

themselves, or through the links connecting to the higher tier ISPs. To provide connection service for

various lower tier ISPs, each higher tier ISPk ∈ {1, 2, . . . , m}, has a communication network (in which

we abstract it as a link) that has a total capacity ofnkCk (in units of bps). For each lower tier ISP

i ∈ {1, 2, . . . , n}, it possesses at mostm links to each higher tier ISPs and possiblyn−1 private peering

links to other lower tier peers. The private peering link between peeri and peerj is denoted aslij and

this link has a capacity ofcij (in unit of bps). Note that if we setcij = 0, it implies that there is no peering

link between peeri and peerj. The link connecting lower tier ISPi and the higher tier ISPk is denoted

aslki , and the higher tier ISPk allocatesCk
i amount of bandwidth (in units of bps) for this connection.

Note that if we setCk
i = 0, it implies that the lower tier ISPi is not connected to ISPk. Let nk be the

number of lower tier ISPs buying connection service from thehigher tier ISPk. We also denoteGi as

the set of higher tier ISPs in which the lower tier ISPi is buying connection service from, andHk as the
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set of lower tier ISPs in which the higher tier ISPk is providing connection service to. Note that this

network model is a generalization of the network model in [12] wherein only a single higher tier ISP was

considered (therefore, in [12], there is no competition among higher tier ISPs). Table I lists all notations

used in our network model.

Higher
tier
ISPs
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yij

1 i j n

...
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tier 
ISPs
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l1i

z1
ij

Internet
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Fig. 1. A network representingn lower tier ISPs andm higher tier ISPs. Each lower tier ISP has at mostm links to the high

tier ISPs and possiblyn − 1 private peering links with other lower tier ISPs. The lower tier ISPi can communicate with

lower tier ISPj in two ways: via the peering linklij or via the higher tier ISP linkslki s. The traffic rate on linklij is yij

while the traffic rate on linklki is zk
ij .

Let xij denote the traffic transmission rate (in unit of bps) from lower tier ISPi to lower tier ISPj. If

the transmission rate can be supported, then the lower tier ISPi obtains a utility ofAij(xij) whereAij is

a strictly concave function inxij . As indicated in [9], concave function is commonly used to represent

elastic traffic, which is the dominant traffic in the Internet. In here, a weightedlog function is used

such thatAij(xij) = wij log(1 + xij). The weightingwij can be interpreted as the “happiness weighting

coefficient” of transmitting traffic from the lower tier ISPi to the lower tier ISPj. If wij > wis, it implies

that ISPi prefers to communicate with ISPj than with ISPs. Note that thelog function is chosen as it

leads to a proportionally fair resource allocation if proper congestion control is used. Additionally, this

type of utility function is also used for performing distributed admission control [1].

For the traffic from lower tier ISPi to j it can either go through the private linklij , or through any

mutually connected higher tier ISPs. We denoteyij as the traffic rate that ISPi decides to transmit

through the linklij, andzk
ij as the traffic rate through the link of ISPk, lki . Therefore, the traffic ratexij

is equal to

xij = yij +
∑

k∈Gi

zk
ij for i, j ∈ {1, . . . , n}. (1)

One special case is for the traffic ratexii, representing the traffic from ISPi to destinations other than the

n − 1 lower tier ISPs, which are outside this network. This type oftraffic has to go through the higher

tier ISPs, we have

yii = 0 and xii =
∑

k∈Gi

zk
ii for i ∈ {1, . . . , n}. (2)
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m : Number of higher tier ISPs in the communication network.

n : Number of lower tier ISPs in the communication network.

nk : Number of lower tier ISPs buying connection service from thehigher tier ISPk.

lki : An abstraction of the communication link between lower tierISPi and the higher tier ISPk.

lij : The private peering link connecting lower tier ISPi to lower tier ISPj.

nkCk : Total capacity of the link of the higher tier ISPk.

Ck
i : Allocation of the higher tier ISPk’s link bandwidth to the lower tier ISPi, i.e. capacity of linklki .

cij : Capacity of the private peering linklij connecting ISPi to ISPj.

wij : The happiness weighting coefficient of transmitting trafficfrom ISPi to ISPj.

xij : Traffic transmission rate from the lower tier ISPi to the lower tier ISPj, such thatxij = yij +
∑

k∈Gi
zk

ij .

yij : Traffic transmission rate from the lower tier ISPi to the lower tier ISPj going through the private linklij .

zk
ij : Traffic transmission rate from the lower tier ISPi to the lower tier ISPj going through the higher tier ISPk’s link lki .

zk
i : Aggregate traffic rate that the lower tier ISPi sends through the higher tier ISPk’s link.

z̄k : Aggregate traffic rate through the higher tier ISPk’s link from all lower tier ISPs.

γ : The variable to map the congestion cost of the lower tier ISP into monetary value.

Pk
i : Price per unit bandwidth of the link of higher tier ISPk for the lower tier ISPi. We assumePk

i = Pk for all i.

pij : Price per unit bandwidth of the private peering linklij .

~yi : ~yi = (yi1, yi2, . . . , yin) denotes the traffic rate vector of lower tier ISPi through its private links.

~zk
i : ~zk

i = (zk
i1, z

k
i2, . . . , z

k
in) denotes the traffic rate vector of lower tier ISPi through the link of the higher tier ISPk.

Gi : The set of higher tier ISPs providing connection service forlower tier ISPi.

Hk : The set of lower tier ISPs buying connection service from thehigher tier ISPk, i.e. k ∈ Gi ⇔ i ∈ Hk.

Si : The set of lower tier ISPs having peering links to lower tier ISPi.

Ti : The set of lower tier ISPs such that lower tier ISPi wants to send traffic to, i.e.wij > 0 if j ∈ Ti.

TABLE I

NOTATIONS USED TO REPRESENT THE NETWORK BETWEENn LOWER TIER ISPS AND m HIGHER TIER ISPS

To simplify notation, letzk
i =

∑

j∈Ti
zk

ij be the aggregate traffic rate that ISPi sends through the higher

tier ISPk and z̄k =
∑

i∈Hk
zk

i is the aggregate traffic from all lower tier ISPs to the highertier ISPk,

whereTi denotes the set of lower tier ISPs in which ISPi wants to send data to (i.e.wij > 0 if j ∈ Ti).

For lower tier ISPs, if they want to transmit traffic to other lower tier ISPs, they need to pay the

connected higher tier ISPs for the transit service. The price per unit bandwidth for ISPi sending traffic

along the linklki of the higher tier ISPk is Pk
i , and the price is determined by the higher tier ISPk. The

lower tier ISPi may also transmit the traffic through private linklij (if it exists) and we letpij be the

price per unit bandwidth, and this price is mutually agreed upon between the two lower tier ISPs. Let

~yi = (yi1, yi2, . . . , yin) denote the traffic rate vector of the lower tier ISPi that transmitting through its

private links and~zk
i = (zk

i1, z
k
i2, . . . , z

k
in) denote the traffic rate vector transmitting through the higher tier

ISP k. Also, the higher tier ISPk sets the following price vector~Pk = (Pk
1 ,Pk

2 , . . . ,Pk
n) for various

lower tier ISPs.

Lower tier ISPs also care about the “quality” of their service. In here, we use congestion as an indicator

for the quality of service. Assuming links can be represented as an M/M/1 queue [1], the delay on the
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link can be treated as a congestion indication. In order to provide these congestion indicators to the

connected lower tier ISPs, the higher tier ISPk will perform appropriate bandwidth resource allocation

(which will be presented in later section) and broadcast itsallocation to the lower tier ISPi asCk
i . Under

this framework, the congestion cost of linklij is 1
cij−yij

and the cost of linklki is 1
Ck

i
−zk

i

.

Now we formulate the mathematical optimization for each lower tier ISP. Considering the lower tier

ISPi, it wants to maximize the following objective function:

Max Ui =
∑

j∈Ti

wij log(1 + yij +
∑

k∈Gi

zk
ij) −

∑

k∈Gi

1{zk
i
6=0}

[ γ

Ck
i − zk

i

]

−
∑

k∈Gi

Pk
i zk

i

−
∑

j∈Si

1{yij 6=0}

[ γ

cij − yij

]

−
∑

j∈Si

pijyij (3)

s. t. 0 ≤ yij ≤ cij for all j ∈ Si, yij = 0 for all j ∈ Ti − Si,

∑

j∈Ti

zk
ij ≤ Ck

i for all k ∈ Gi, zk
ij ≥ 0 for all j ∈ Ti andk ∈ Gi. (4)

where1{p} is an indicator function and the setSi is the collection of peers having private peering

links established with lower tier ISPi. The above objective function in Eq.(3) represents the eco-

nomic incentive for ISPi to carry out traffic transmission. The first term in the objective function

wij log(1 + yij +
∑

k∈Gi
zk

ij) is the happiness of ISPi in sending data to ISPj through its connecting

links. The second term γ

Ck
i
−zk

i

is the congestion cost of ISPi experienced in sending traffic through the

link of the higher tier ISPk. The variableγ > 0 represents the congestion cost impact to a lower tier ISP

and it translates the congestion cost into an appropriate monetary value. Note that the larger the value

of γ indicates that lower tier ISPs are more concern about the congestion. In later section, we will show

the the impact ofγ on the convergence point of the traffic transmission rates. Note that the congestion

cost will be zero if ISPi does not transmit via this link, or the ISP did not purchase transit service from

the higher tier ISPk. The termPk
i zk

i is the total payment of lower tier ISPi to the higher tier ISPk.

Also, γ

cij−yij
is the congestion cost on the private peering link between lower tier ISPsi andj when the

traffic rate onlij is non-zero. Lastly, ISPi needs to paypijyij to lower tier ISPj for using the private link

(note: it is possible to model free peering by settingpij = pji = 0). Last but not least, the happiness,

congestion cost and payment are mapped to the same monetary domain withwij andγ. The constraints

represented in Eq.(4) specify the feasible region of the optimization problem. The first constraints are

non-negative and capacity constraints of the peering links. The second constraint is due to the absence

of peering links. The third and fourth are the capacity and non-negative constraints of links of higher tier

ISPs respectively. In summary, each lower tier ISPi needs to determine the traffic rates vectors~yi and

~zk
i for all k ∈ Gi so as to maximize its utility as defined in Eq.(3).
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It is important for us to point out that the optimization of different lower tier ISPs aredependenton

each other. For each lower tier ISPi, given the bandwidth allocationCk
i of the link of the higher tier

ISPk, it performs an optimization and determines its transmission ratezk
i and bids for this allocation to

ISPk. After collecting the bidding information from all connected lower tier ISPs, the higher tier ISP

k needs to determine the new bandwidth allocation based on these biddings and to perform the proper

resource allocation (this will be discussed in Section IV).

In this paper, we model this form of interaction between ISPsas a “non-cooperative game”. Under the

game theoretic framework, for a given collection of price vectors of ISPs~P = (P1,P2, . . . ,Pm), this

defines a non-cooperative game between thesen lower tier ISPs [19]. They interact with each other and

determine their optimal traffic rates. Given the existence of an equilibrium point, the operating point for

n lower tier ISPs is the solution to the Nash equilibrium of this game. For each collection of price vectors

~P > 0, a Nash equilibrium point for thisn-ISPs game is defined as twon-tuplesy∗ = (~y∗
1, ~y

∗
2, . . . , ~y

∗
n)

andz∗ = (~z∗1 , ~z
∗
2 , . . . , ~z

∗
n), where~zi = (~z1

i , ~z
2
i , . . . , ~z

m
i ), such that forall lower tier ISPsi ∈ {1, 2, . . . , n}:

Ui(y
∗, z∗, ~P) ≥ Ui(y, z, ~P) (5)

for any other feasible traffic vectory = (~y1, ~y2, . . . , ~yn) andz = (~z1, ~z2, . . . , ~zn) that satisfies the con-

straints defined in Eq.(4). For a higher tier ISP, sayk, it has to solve a profit maximization problem:

Maximize Pk · z̄k∗(Pk) over P ≥ 0 (6)

wherez̄k∗(Pk) is the aggregate traffic on the link of ISPk at the Nash equilibrium. In this work, we as-

sume homogeneous pricing. Therefore,Pk
i = Pk for all i ∈ {1, · · · , n} andk ∈ {1, · · · , m}. This equiv-

alently defines a Stackelberg game1 [19] with m leaders (the higher tier ISPs) andn non-cooperative

Nash followers (the lower tier ISPs).

III. Solution to the Utility Maximization Problem of Lower Tier I SPs

In this section, we show how a lower tier ISP, sayi, can determine its optimal transmission rates and

routing. The transmission rate vector is~zk
i for k ∈ Gi, to other lower tier ISPs via the links of higher tier

ISPs, and~yi, is the transmission rate vector via peering links. Assuming that the lower tier ISP knows all

the pricesPk and the associated bandwidth allocationsCk
i for k ∈ Gi specified by the connected higher

tier ISPs, one can model this as a convex optimization problem as defined in Eq.(3). In this section, we

investigate the necessary and boundary conditions for a lower tier ISP to maximize its utility.

Necessary conditions for positive transmission rate:We first consider the case where the traffic rate

is non-zero. SinceUi is discontinuous atyij = 0 (i.e., the traffic rate through the peering linklij is
1A Stackelberg game is a strategic game in which there is a leader who makes the decision first, and then other players, knowing the

decision of the leader, will then their decisions. So the leader has a first move advantage over the followers.
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zero) andzk
i = 0 (i.e., the traffic rate through the link of the higher tier ISPk is zero), we first show the

necessary conditions whenyij 6= 0 andzk
i 6= 0. The optimization of Eq.(3) has|Ti||Gi| + |Si| variables.

The second order partial derivatives with respect toyij andzk
ij are:

∂2Ui

∂y2
ij

=
−wij

(1 + yij +
∑

k∈Gi
zk

ij)
2
− 2γ

(cij − yij)3
< 0, (7)

∂

∂zk
ij

∂Ui

∂zk
ij

=
−wij

(1 + yij +
∑

k∈Gi
zk

ij)
2
− 2γ

(Ck
i − zk

i )3
< 0. (8)

For j1 6= j2 6= i ∈ Si andk1 ∈ Gi, the second order partial derivatives of Eq.(3) with respect to yij and

zk1
ij are:

∂2Ui

∂yij1∂yij2

= 0,
∂2Ui

∂yij1∂zk1
ij2

= 0,
∂2Ui

∂yij1∂zk1
ij1

=
−wij1

(1 + yij1 +
∑

k∈Gi
zk

ij1
)2

< 0, (9)

and forj1 6= j2 6= i ∈ Ti andk1 6= k2 ∈ Gi, the second order partial derivatives of Eq.(3) with respect to

yij andzk
ij are:

∂2Ui

∂zk1
ij1

∂zk2
ij2

= 0;
∂2Ui

∂zk1
ij1

∂zk1
ij2

=
−2γ

(Ck1
i − zk1

i )3
< 0;

∂2Ui

∂zk1
ij1

∂zk2
ij1

=
−wij1

(1 + yij1 +
∑

k∈Gi
zk

ij1
)2

< 0. (10)

Therefore, the Hessian matrix of the objective function in Eq.(3) is negative definite on the non-negative

space bounded byyij ≤ cij andzk
i ≤ Ck

i . SoUi is strictly concave inyij for j ∈ Si andzk
ij for all

j ∈ Ti andk ∈ Gi. The maximum utility and optimizer to this problem is uniqueand can be found by

the Lagrangian method [20]. The necessary conditions ofyij for j ∈ Si andzk
ij for j ∈ Ti andk ∈ Gi of

the maximization ofUi are:

∂Ui

∂yij

{

< 0 if yij = 0
= 0 if yij > 0

,
∂Ui

∂zk
ij

{

< 0 if zk
ij = 0

= 0 if zk
ij > 0.

(11)

Boundary conditions for positive transmission rate:Since the objective function Eq.(3) is discontin-

uous at the boundaries, the necessary conditions given above may not achieve the global maximum. We

are now going to explore the boundary cases when the traffic rate tends to zero, i.e.,yij = 0 or zk
i = 0.

Figure 2 illustrates an example when the optimal traffic rateis at boundary. The utility of the lower

tier ISPi is plotted against one particular traffic rateyij (againstzk
ij is similar). Figure 2(a) shows the

case when the optimal value of∂Ui

∂yij
|y∗

ij
=0 < 0. Referring to the figure, the optimal valueyopt

ij = 0. Since

there is no congestion cost in the peering link whenyopt
ij = 0, the maximum utility is at pointP1 rather

than pointP2.
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Figure 2(b) shows the case wheny∗
ij = arg{ ∂Ui

∂yij
= 0} is positive and the corresponding utility is

point P3. If the utility whenyij = 0 is at pointP2, which is smaller than the utility atP3, thenP3 is

the maximum point andyopt
ij = y∗

ij is the corresponding traffic rate. However, there exists a possibility

that the utility whenyij = 0 is at pointP1, which is larger than the utility atP3. In this case,P1 is the

maximum point andyopt
ij = 0.

Let us provide the physical interpretation of the two cases illustrated in Figure 2(b). If the utility at

the boundary point isP2, it indicates that when the traffic rateyij increases from0 to y∗
ij, the increase

in happiness outweighs the aggregate increases in congestion cost and the payment, thus achieving the

maximum utility at pointP3. But if the utility at the boundary point isP1, it means that when the traffic

rate increases, the increase in happiness cannot compensate for the increases in congestion cost and

payment. So the best strategy for lower tier ISPi is not to send data through the linklij . Note that when

lower tier ISPi does not send data through any link, it has zero utility. Therefore, a lower tier ISP can

always achieve a non-negative utility, since in the worse case, it can opt not to transmit.

0
y

ij

U
i

P
1

P
2

0
y

ij

U
i

P
3

P
1

P
2

(a) (b)

Fig. 2. Utility of lower tier ISPi against one particular traffic rateyij , (a) when negativey∗
ij (b) when positivey∗

ij .

Solution for lower tier ISPs: We end this section with an example showing how a lower tier ISP

computes its optimal routing. Consider a network with threelower tier ISPs and two higher tier ISPs.

Lower tier ISP1 has a private link connecting to lower tier ISP2 with a capacityc12 = 5 and unit price

p12 = 1, and has no peering link connecting to lower tier ISP3. The happiness weighting coefficients

for the lower tier ISP1 arew11 = 5, w12 = 10 andw13 = 3 with γ = 1. The higher tier ISP1 allocates

a capacityC1
1 = 20 to lower tier ISP1 with unit priceP1 = 1.1 and the higher tier ISP2 allocates a

capacityC2
1 = 30 to lower tier ISP1 with unit priceP2 = 1.2. To determine the optimal transmission

rates vectors of the lower tier ISP1, the necessary conditions with positive traffic rates are:

10

1 + y12 + z1
12 + z2

12

− 1

(5 − y12)2
− 1

{

< 0 if y12 = 0
= 0 if y12 > 0

10

1 + y12 + z1
12 + z2

12

− 1

(20 − z1)2
− 1.1

{

< 0 if z1
12 = 0

= 0 if z1
12 > 0
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10

1 + y12 + z1
12 + z2

12

− 1

(30 − z2)2
− 1.2

{

< 0 if z2
12 = 0

= 0 if z2
12 > 0

5

1 + z1
11 + z2

11

− 1

(20 − z1)2
− 1.1

{

< 0 if z1
11 = 0

= 0 if z1
11 > 0

5

1 + z1
11 + z2

11

− 1

(30 − z2)2
− 1.2

{

< 0 if z2
11 = 0

= 0 if z2
11 > 0

3

1 + z1
13 + z2

13

− 1

(20 − z1)2
− 1.1

{

< 0 if z1
13 = 0

= 0 if z1
13 > 0

3

1 + z1
13 + z2

13

− 1

(30 − z2)2
− 1.2

{

< 0 if z2
13 = 0

= 0 if z2
13 > 0

The solution to the above system of equations gives the optimal rate vectors ofy12 = 2.39, ~z1 =

{3.56, 5.48, 1.66}, ~z2 = {0, 0, 0} and utilityU1 = 17.70.

IV. Distributed Bandwidth Allocation by Higher Tier ISPs

For a higher tier ISP, it has to determine the proper bandwidth allocation to its connected customers

(e.g., lower tier ISPs) and at the same time, it needs to make sure that there is no bandwidth monop-

olization by a small number of lower tier ISPs. Since a monopoly by a small number of ISPs surely

reduces the customer size and customer diversity, which in turn increase the risk of running the service

provisioning business. Moreover, in order to maximize its revenue or profit, a higher tier ISP has to know

the demand in its link bandwidth. Given the total amount of link bandwidth resourcenkCk, higher tier

ISPk needs to determine how to distribute this common resource tothenk lower tier ISPs. In this work,

we propose adistributedapproach which we called the Equal Sharing Algorithm.

First, let us present the general framework under which the higher tier ISPs can interact with their

customers so that they can discover the actual resource demands from these lower tier ISPs. Also, how

lower tier ISPs are informed the pricing information and thebandwidth resources. Initially, each higher

tier ISPk for k ∈ {1, 2, . . . , m} equally distributes its link capacity to all its connected lower tier ISP

i ∈ Hk, at timet = 0. Knowing the available link capacitiesCj and link pricesPj for j ∈ Gi, each lower

tier ISPi calculates its optimal routing (traffic transmission ratesvectors) with the algorithm presented

in Section III. The lower tier ISP sends the link bandwidth consumption,zj
i , back to each higher tier

ISP j ∈ Gi. We call the feedback informationzj
i asbidding of lower tier ISPi to higher tier ISPj.

Higher tier ISPk receives all the biddings from its connected lower tier ISPswithin a period of timeT .

At the end of each period, higher tier ISPk recomputes the link resource allocation and sends the new

allocationCk
i to each connected lower tier ISPi, wherei ∈ Hk. Based on the new bandwidth allocation,
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each lower tier ISP calculates its optimal routing again andthe process repeats itself. Note that there are

several advantages for this framework. First, all the information that a lower tier ISPi requires are the

unit pricespij ’s and capacitiescij ’s of its private links, and the allocated link capacitiesCj
i and pricesPj

for j ∈ Gi. These can be viewed as the private information of lower tierISP i. Lower tier ISPi does

not have to know the bandwidth allocations(Cj
1, . . . , Cj

n) and bandwidth consumptions(zk
1 , . . . , zk

n) since

they are confidential information. Secondly, when the higher tier ISPk makes the bandwidth allocation,

it only has to know the biddings(zk
1 , z

k
2 , . . . , z

k
n) from its connected ISPs and it needs not know the utility

functions and the pricing information of the private peering links. Thirdly, the overhead of exchanging

the control information in the framework is very small.

The distributed resource allocation algorithm is called the Equal Share Algorithm. At each round,

a higher tier ISP distributes its “remaining” capacity equally among all lower tier ISPs after satisfying

their bandwidth consumption demands indicated by their biddings. Initially, each higher tier ISPk for
k ∈ {1, 2, . . . , m} allocates its link capacity equally to every lower tier ISP,i.e., Ck

i = nkC
k

nk
= Ck

and sends the capacity allocationCk
i to every lower tier ISPi for all i ∈ Hk, Then each lower tier ISP

applies the algorithm proposed in Section III to find its optimal bandwidth consumption (i.e.,zk
i for

lower tier ISPi) and sends the information back to the higher tier ISPk as its resource bidding. When a

higher tier ISP gathers all the feedbacks from its connectedISPs, it allocates to each lower tier ISP the

capacity it bids, and then it allocates the remaining resource equally to them. Formally, the allocation is
Ck

i = zk
i + nkC

k−z̄k

nk
. The ESA algorithm is:

Equal Share Algorithm:
1. Higher tier ISPk initiatesCk(0)

i := nkC
k

nk
:= Ck to each lower tier ISPi ∈ Hk. Set countert := 0.

2. while (TRUE){
3. Higher tier ISPk passesCk(t)

i to each lower tier ISPi for i ∈ Hk;
4. for (i ∈ Hk) {
5. Lower tier ISPi computes~yk(t)

i and~z
k(t)
i with the algorithms in Sec. III;

and sendszk(t)
i =

∑

j∈Ti
z

k(t)
ij back to higher tier ISPk;

6. } /* termination of for-loop */

7. Higher tier ISPk updatesCk(t+1)
i := z

k(t)
i + nkC

k−z̄k(t)

nk
for every lower tier ISPi ∈ Hk;

update countert := t + 1;
8. } /* termination of while-loop */

Illustration of the ESA: To illustrate the performance of ESA, we carry out experiments and demon-

strate the bandwidth allocation under two different scenarios: (i) the network has sufficient bandwidth

capacity, and (ii) the network has insufficient bandwidth capacity.

Experiment IV-1 illustrates when the network has sufficientbandwidth resource. There are two higher

tier ISPs and three lower tier ISPs in the network. Each lowertier ISP has two private peering links



12

0 2 4 6 8 10
2

4

6

8

10

Time

B
id

d
in

g
s

Biddings to higher tier ISP 1

z1
1

z1
2

z1
3

0 2 4 6 8 10
2

4

6

8

10
Biddings to higher tier ISP 1

Time

B
id

d
in

g
s

z1
1

z1
2

z1
3

0 2 4 6 8 10
0

5

10

15

Time

B
id

d
in

g
s

Biddings to higher tier ISP 1

z1
1

z1
2

z1
3

(a) (b) (c)

0 2 4 6 8 10
2

4

6

8

10

12
Biddings to higher tier ISP 2

Time

B
id

d
in

g
s

z2
1

z2
2

z2
3

0 2 4 6 8 10
0

5

10

15

20
Biddings to higher tier ISP 2

Time

B
id

d
in

g
s

z2
1

z2
2

z2
3

0 2 4 6 8 10
10

15

20

25
Biddings to higher tier ISP 2

Time

B
id

d
in

g
s

z2
1

z2
2

z2
3

(d) (e) (f)

Fig. 3. Experiment IV-1: Biddings of lower tier ISPs1,2 and3 under sufficient bandwidth scenario, (a)-(c) are biddings to

higher tier ISP1 whenγ = 1, 5 and50, (d)-(f) are biddings to higher tier ISP2 whenγ = 1, 5 and50.

connecting to other lower tier ISPs with capacitycij = 10 and unit pricepij = 1. Lower tier ISPs1,

2 and3 have different values of happiness weighting coefficients,w1j = 10, w2j = 15 andw3j = 20

for j = 1, 2, 3. Higher tier ISP1 provides a link with capacityn1C1 = 100 and charges a unit price of

P1 = 1.5. Higher tier ISP2 provides a link with capacityn2C2 = 120 and charges the same unit price

of P2 = 1.5. Both higher tier ISPs update the distributions and send signals to lower tier ISPs every

one second. Then each lower tier ISP computes its own optimalrouting based on the method proposed

in section III. Figure 3 shows the biddings of lower tier ISP to higher tier ISPs1 and2 throughout the

experiment with different values ofγ. The vertical axis shows the biddings of each lower tier ISP and

the horizontal axis shows the time. For larger value ofγ, the lower tier ISPs have larger concern in the

QoS (congestion cost) of the links. They prefer to pay more for better transit service and they choose to

send the traffic through the links of the higher tier ISPs, in which the congestion costs are lower. As a

result, the lower tier ISPs give larger biddings. A point to note is that the utilities of lower tier ISPs are

actually decreasing even they give larger biddings to the higher tier ISPs. The figures also show that the

biddings of the lower tier ISPs converge in only a few intervals.

Experiment IV-2 illustrates the case when the network has insufficient bandwidth resource. The set-

tings are the same as that of Experiment IV-1 but the happiness weighting coefficients. We setw1j = 100,

w2j = 150 andw3j = 200 for j = 1, 2, 3. Note that the larger values of happiness weighting coefficients

here means that lower tier ISPs are now having much stronger desires to transmit traffic. Thus keeping

the network capacities at the same level leads to an insufficient bandwidth resource supply. Figure 4
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Fig. 4. Experiment IV-2: Biddings of lower tier ISPs1,2 and3 under insufficient bandwidth scenario, (a)-(c) are biddings to

higher tier ISP1 whenγ = 1, 5 and50, (d)-(f) are biddings to higher tier ISP2 whenγ = 1, 5 and50.

shows the biddings of each lower tier ISP to higher tier ISPs1 and2 throughout the experiment with

different values ofγ. The figure shows that the biddings of lower tier ISPs converge even in insufficient

resource scenario, but it takes more interval to converge than the previous experiment. The value ofγ

does not change the convergence point of the biddings.

From these experiments, we have the following observations. Firstly, all the biddings of lower tier

ISPs1, 2 and3 decrease with increasing value ofγ. This is due to the larger concern in QoS of the

higher tier ISPs’ links. Secondly, the convergence rate of biddings is faster for larger value ofγ. The

most important observation is that monopolization of resource does not occur.

V. Profit Maximization for Higher Tier ISPs

For the higher tier ISPs, the most important issue is how to maximize one’s profit. The profit of a

higher tier ISP is the total payments received from its connected lower tier ISPs. One can express the

profit maximization as:

Rk(Pk) =
∑

i∈Hk

Pk · zk
i (Pk) = Pk

∑

i∈Hk

zk
i (Pk). (12)

The notationzk
i (Pk) represents the bandwidth consumption on higher tier ISPk by a lower tier ISP and it

is a function of the unit pricePk which is decided by the higher tier ISPk. If the pricePk is set too high,

the lower tier ISPs may switch their traffic to the other higher tier ISPs (this is market competition), or to

their private peering links for cheaper transit service. Onthe other hand, a lower price attracts lower tier
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ISPs for transit service but setting too low a price causes a decrease in profit. The dependency between

unit price and profit is an interesting and important question for higher tier ISP: how to search for an

optimal price to maximize its revenue?

In this paper, we propose an efficient method to estimate the price. This method requires a quick

estimation of the aggregate bandwidth consumptionz̄k(Pk) for a fixed unit pricePk. With the estimate

of z̄k(Pk), one can easily calculate the profit of the higher tier ISPk by Eq.(12). Before we present

the optimal price search method, let us first illustrate how ahigher tier ISPk can estimate the aggregate

bandwidth consumption with a fixed unit pricePk. The estimation has the following four assumptions:

A1. All higher tier ISPs apply the ESA proposed in Section IV in allocating the bandwidth resource.

The reason is that ESA can avoid monopolization of bandwidthresource by some lower tier ISPs.

A2. Every higher tier ISP takes an indiscriminate pricing approach and charges the same unit price to

all connected lower tier ISPs, i.e.Pk
i = Pk for all k ∈ {1, 2, . . . , m} andi ∈ Hk, which means they are

competing for the same set of customers.

A3. Every higher tier ISP is providing transit service for alln lower tier ISPs.

A4. When higher tier ISPk maximizes its profit, it only considers the case ofzk
ij > 0 for all i ∈ Hk,

which means all lower tier ISPs transmit data via it.

A. Estimation of aggregate bandwidth consumption̄zk1

To estimate the aggregate bandwidth consumption (or biddings), we introduce a variabletk1 , which

represents the marginal increase in congestion cost plus payment in transmitting data through higher tier

ISPk1. The purpose of introducing the variabletk1 is that one can represent the aggregate biddingsz̄k1

in terms oftk1 . Given a unit pricePk1 , to estimate the revenueRk1(Pk1), one can first estimate the value

of tk1 , then estimates the aggregate biddingsz̄k1 and revenueRk1(Pk1).

Under the ESA and at the equilibrium point of the biddings by lower tier ISPs, we have

Ck
i − zk

i =
nkCk − z̄k

nk

for i ∈ Hk andk ∈ {1, 2, . . . , m}. (13)

Substituting Eq.(13) into the necessary conditions in Eq.(11) and byA3, we have

wij

1 + yij +
∑

k∈Gi
zk

ij

≤ γ

(cij − yij)2
+ pij , (14)

wij

1 + yij +
∑

k∈Gi
zk

ij

=
γn2

k1

(nk1Ck1 − z̄k1)2
+ Pk1 ,

wii

1 +
∑

k∈Gi
zk

ii

=
γn2

k1

(nk1Ck1 − z̄k1)2
+ Pk1 , (15)

wij

1 + yij +
∑

k∈Gi
zk

ij

≤ γn2
k2

(nk2Ck2 − z̄k2)2
+ Pk2 ,

wii

1 +
∑

k∈Gi
zk

ii

≤ γn2
k2

(nk2Ck2 − z̄k2)2
+ Pk2 . (16)
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Define the variabletk1, which is

tk1 =
γ

(Ck1
i − zk1

i )2
+ Pk1 =

γn2
k1

(nk1Ck1 − z̄k1)2
+ Pk1 . (17)

We can express̄zk1 in terms oftk1 as

z̄k1 = nk1Ck1 − nk1

√
γ√

tk1 − Pk1
. (18)

Now, we have three cases to consider: (1) whenzk2
ij > 0 andyij > 0 (i.e., there are traffic in all other

links), (2) whenzk2
ij > 0 andyij = 0 (i.e., there are traffic through other higher tier ISPs and there is no

traffic through private peering link), (3) whenzk2
ij = 0 (i.e., there is only one higher tier ISPk1 in the

network). Let us consider the case (1) first. The necessary conditions of Eq.(14), (15) and (16) become

zk1
ij =

wij

tk1
− 1 − yij −

∑

k 6=k1∈Gi

zk
ij , (19)

zk1
ii =

wii

tk1
− 1 −

∑

k 6=k1∈Gi

zk
ii, (20)

yij = cij −
√

γ
√

tk1 − pij

, (21)

z̄k2 = nk2Ck2 − nk2

√
γ√

tk1 − P k2
. (22)

Note that the requirement foryij > 0 is tk1 > pij and that forzk2
ij > 0 is tk1 > Pk2 . Substituting Eq.(19),

(20), (21), (22) intōzk1 =
∑

i∈Hk1

∑

j zk1
ij and applyingA3, we have:

z̄k1 =
∑

i

∑

j 6=i

(
wij

tk1
− 1 − yij −

∑

k 6=k1

zk
ij) +

∑

i

(
wii

tk1
− 1 −

∑

k 6=k1

zk
ii)

=
∑

i

∑

j

wij

tk1
−

∑

i

∑

j

1 −
∑

i

∑

j

∑

k 6=k1

zk
ij −

∑

i

∑

j 6=i

yij

=
∑

i

∑

j

wij

tk1
− n2 −

∑

k 6=k1

z̄k −
∑

i

∑

j 6=i

yij

=
∑

i

∑

j

wij

tk1
− n2 −

∑

k 6=k1

(nCk − n
√

γ√
tk1 − Pk

) −
∑

i

∑

j 6=i

(cij −
√

γ
√

tk1 − pij

)

z̄k1 =
W̄

tk1
− n2 −

∑

k 6=k1

nCk −
∑

i

∑

j 6=i

cij +
∑

k 6=k1

n
√

γ√
tk1 − Pk

+
∑

i

∑

j 6=i

√
γ

√

tk1 − pij

(23)
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In here,W̄ is the sum of happiness weighting coefficients of lower tier ISPs (W̄ =
∑

i

∑

j wij). Eq.(18)

and (23), we have

nCk1 +
∑

k 6=k1

nCk +
∑

i

∑

j 6=i

cij + n2 =
W̄

tk1
+

∑

k

n
√

γ√
tk1 −Pk

+
∑

i

∑

j 6=i

√
γ

√

tk1 − pij

C̄0 + n2 ≈ W̄

tk1
+

∑

k

n
√

γ√
tk1 −Pk

+
n(n − 1)

√
γ

√

tk1 − pav

(24)

wherepav = 1
n(n−1)

∑

i

∑

j 6=i pij is the mean of allpijs andC̄0 = nCk1 +
∑

k 6=k1
nCk +

∑

i

∑

j 6=i cij is the

aggregate capacities in the system. When the variance of theunit price of peering link is small, one can

derive the estimate of Eq.(24).

Once a higher tier ISP has the information of the happiness weighting coefficients, the capacities in

the system, and unit prices of the private links and links of other higher tier ISPs, then the higher tier

ISPk1 can compute the value oftk1 using Eq.(24) and it can estimate the aggregate biddingsz̄k1 with

Eq.(18) and its profitRk1(Pk1) using Eq.(12).

Consider case (2) whereyij = 0 for j 6= i andzk2
ij > 0 for k2 6= k1 andj ∈ {1, 2, . . . , n}. The

requirement for Eq.(14) and (16) to hold are:

tk1 =
wij

1 +
∑

k∈Gi
zk

ij

≤ γ

c2
ij

+ pij and tk1 > Pk2 .

Substituting Eq.(19), (20), (22) intōzk1 =
∑

i∈Hk

∑

j zk1
ij and applyingA3, we have:

z̄k1 =
∑

i

∑

j

(
wij

tk1
− 1 −

∑

k 6=k1

zk
ij) =

∑

i

∑

j

wij

tk1
−

∑

i

∑

j

1 −
∑

k 6=k1

z̄k

=
∑

i

∑

j

wij

tk1
− n2 −

∑

k 6=k1

(nCk − n
√

γ√
tk1 −Pk

). (25)

Equating Eq.(18) and (25), we have

nCk1 − n
√

γ√
tk1 −Pk1

=
∑

i

∑

j

wij

tk1
− n2 −

∑

k 6=k1

nCk +
∑

k 6=k1

n
√

γ√
tk1 −Pk

nCk1 +
∑

k 6=k1

nCk + n2 =
W̄

tk1
+

n
√

γ√
tk1 − Pk1

+
∑

k 6=k1

n
√

γ√
tk1 −Pk

. (26)

Once again, higher tier ISPk1 can compute the value oftk1 with Eq.(26), then apply Eq.(18) to find the

total biddings and Eq.(12) to find its profit.
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For case (3) whenzk2
ij = 0 for k2 6= k1, it is just like the situation where there is only one higher tier

ISPk1 in the network providing transit service. So higher tier ISPk1 can apply

nCk1 +
∑

i

∑

j 6=i

cij + n2 ≈ W̄

tk1
+

n
√

γ√
tk1 −Pk1

+
n(n − 1)

√
γ

√

tk1 − pav

(27)

nCk1 + n2 =
W̄

tk1
+

n
√

γ√
tk1 −Pk1

(28)

to estimatetk1, then use Eq.(18) to find the total biddings and Eq.(12) to findits profit.

B. Optimal Pricing Search Method

Let us first give the intuitive idea of our optimal pricing search method. When the unit price of a higher

tier ISPk is small, a small increase in the price only reduces the totalbiddings of the lower tier ISPs

z̄k slightly. So higher tier ISPk should have an increase of profit as the loss in the decreasingbidding

is covered by the gain in the increment of unit price. The increase of profit vanishes when the marginal

point is reached.

Our pricing search method has two phases. In phase one, we obtain a feasible range of the optimum

unit price with the help of the estimates of aggregate trafficin section V-A. Phase two aims at reducing

the size of the feasible range obtained in phase one by trisection method. The pricing search method is:

Pricing Search Method:
1. Higher tier ISP initiates a step sizeσ and a thresholdδ.
2. /* Phase 1: */
3. while (1) {
4. Higher tier ISP computes four unit pricesP1 = σ, P2 = 2P1, P3 = 2P2 andP4 = 2P3.
5. Higher tier ISP computes four revenuesR(P1), R(P2), R(P3) andR(P4).
6. if (R(P3) > R(P4))
7. break; /* go to phase 2 */
8. else
9. σ = 2σ /* go back to phase 1 */
10. } /* termination of while-loop of phase 1 */
11. /* Phase 2: */
12. while (1) {
13. if (P4 − P1 < δ)
14. return P1; break;
15. else if(R(P2) < R(P3))
16. updateP1 = P2, P2 = P3 andP3 = P2+P4

2
.

17. else if(R(P2) > R(P3))
18. updateP4 = P3, P3 = P2 andP2 = P1+P3

2
.

19. } /* termination of while-loop of phase 2 */
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At the beginning, a higher tier ISP chooses a step sizeσ and a thresholdδ. In phase one, the higher

tier ISP finds four unit prices based onσ such thatP1 = σ, P2 = 2P1, P3 = 2P2 andP4 = 2P3.

Then it estimates the profit at the four pricing levels,R(P1), R(P2), R(P3) andR(P4). The condition

R(P3) > R(P4) means that the feasible range[P1,P4] is found and jump to phase two. Otherwise, if

R(P3) ≤ R(P4), we updateσ = 2σ and go back to phase one again. The stopping criteria is basedon

the assumption that a local optimal price is also the global optimal price.

For phase two, the objective is to reduce the feasible range obtained in phase one to be within the

threshold via the trisection method. We compare the two revenuesR(P2) andR(P3). If R(P2) ≤
R(P3), the optimum unit price is in between[P2,P4]. This is again based on the assumption that a local

optimal price is also the global optimal price. So we updateP1 = P2 andP2 = P3 andP3 = P2+P4

2
. If

R(P2) > R(P3), the optimum unit price is in the range[P1,P3], and we updateP4 = P3, P3 = P2 and

P2 = P1+P3

2
. Phase two ends when the size of the range,P4 − P1 < δ (the threshold).

In summary, we present a method for a higher tier ISP to quickly search for the optimal price, in which

it obtains maximum revenue. Note that the optimal priceP∗ is computed based on the pricing levels of

other higher tier ISPs.

C. Illustration of Optimal Pricing Policy

To illustrate the correctness and effectiveness of Eq.(24)and (26), we carry out two experiments to

demonstrate how a higher tier ISP can find the optimal unit price. In Experiment V-1, we consider a

network of two higher tier ISPs and five lower tier ISPs. Each lower tier ISP has four private peering

links connecting to other lower tier ISPs with capacitycij = 10 and unit pricepij = 1. The lower tier

ISPs have different values of happiness weighting coefficients,w1j = 18, w2j = 19, w3j = 20, w4j = 21,

w5j = 22 for j ∈ {1, . . . , 5}. Each higher tier ISP is providing transit service for all the lower tier ISPs.

Higher tier ISP1 provides a link with capacityn1C1 = 100 andP1 = 1.6. Higher tier ISP2 provides a

link with capacityn2C2 = 120. Both higher tier ISPs apply the ESA to do resource allocation. Each of

them will send signals to lower tier ISPs and update the resource allocation every one second. We are

now going to find the optimal price of higher tier ISP2 (P2). Figure 5 shows the revenue of ISP2 with

different values of unit priceP2. The vertical axis shows theactualrevenue andestimatedrevenue of ISP

2 while the horizontal axis shows its link unit price. Theactualrevenue is computed at the equilibrium

point when the biddings from the lower tier ISPs converge. The estimatedrevenue is computed using

the optimal pricing search method proposed in Section V-B and Eq.(24). One can observe that both the

proposed algorithm and equation can accurately find out the optimal unit price is at aboutP2∗ = 1.50.

In Experiment V-2, we want to see if the optimal price is dependent of the initial pricing value. The

settings in this experiment are the same as those in Experiment V-1 but higher tier ISP1 also searches
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Fig. 6. Experiment V-2: Convergence of Unit Prices. The optimal prices are1.23 and1.24.

for its optimal price with higher tier ISP2. The current decision of the optimal price of one higher tier

ISP depends on the previous announced unit price of the other. Higher tier ISP1 has an initial price

P1 = 1.6 and higher tier ISP2 has an initial priceP2 = 0.1,1.0 or 3.0. In each period, each higher

tier ISP computes its optimal unit price based on the happiness coefficients of lower tier ISPs, aggregate

capacities in the network, average unit price of peering links, as well as the unit price of the other higher

tier ISP. Each higher tier ISP also computes the resource allocation for the lower tier ISPs. Figure 6

shows the optimal unit prices of the two higher tier ISPs during the experiment. We observed that the

same final optimal pricesP1 = 1.23 andP2 = 1.24 are computed, which is independent of the initial

unit price of ISP2.

In summary, we present the procedure for a higher tier ISP to estimate the total bandwidth consump-

tion from its customers and also its revenue, with a fixed unitprice on its link, and we show that the

estimate and optimal pricing search method are efficient andthe result is independent of initial values.

Lemma 1: The final converged price vectors computed by the optimal pricing search method is the

Nash Equilibrium of the pricing game.

Proof: Let P−j = (P1, . . . ,Pj−1,Pj+1, . . . ,Pm) denote the price strategies of all higher tier ISPs ex-

cept ISPj. When higher tier ISPk1 searches for its optimal pricePk1 , the estimations of
∑

k 6=k1
nCk,
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∑

i

∑

j 6=i cij andpav are unchanged, so the solutions oftk1 of Eq.(24) and (26) are a function ofPk1 and

P−k1 . For consistent strategies of other higher tier ISPsP−k1 , the optimal pricePk1 is unique. There-

fore, the price vectors computed by the optimal pricing search method is the Nash Equilibrium of the

price game.

VI. Performance under Network Scaling

Let us consider the performance of the network when we scale up the number of ISPs. When there are

more lower tier ISPs, the demand in transmitting through higher tier ISPs increases. On the other hand,

the link capacity allocated to each lower tier ISP becomes smaller, which reduces the QoS guarantee.

One important question for a higher tier ISP is that if it can get more profit (or increased revenue) by

performing network upgrade? Furthermore, other higher tier ISPs may also upgrade their capacities and

there are more private peering links among the lower tier ISPs. These factors make it complicated to

decide whether one should perform network upgrade.

Our investigation is built on the results obtained in Section V. Eq.(24) and (26) provide an estimate of

the aggregate bandwidth consumption on the transit serviceof a higher tier ISP. If a higher tier ISP knows

some information of the network environment, e.g., estimates of the aggregate happiness coefficients of

its customers, pricing policies and link capacities of the peering links and other higher tier ISPs, then it

has an opportunity to infer its optimal pricing strategy to maximize its revenue. In general, the pricing

policies and capacities of private peering links and other higher tier ISPs are regarded as confidential

information which is difficult to obtain, yet rough estimates of them allow a higher tier ISP to make the

its marketing decision. Another utility of Eq.(24) and (26)are to predict how the number of lower tier

ISPs affects the maximum revenue of a higher tier ISP at its optimal pricing. This provides an important

insight as we scale up the network. In the following, we will consider under two different situations: 1)

there is no peering link between lower tier ISPs, and 2) lowertier ISPs set up peering relationships in a

meshed peering manner.

A. Network Scaling without peering links among lower tier ISPs

As lower tier ISPs have only links connecting to higher tier ISPs, they must transmit through those

links to communicate with each other. From the analysis in Section V, we know that when there is no

peering link, i.e.yij = 0, Eq.(26) holds and it can be approximated as:

nCk1 +
∑

k 6=k1

nCk + n2 =
n2w̄

tk1
+

n
√

γ√
tk1 − Pk1

+
∑

k 6=k1

n
√

γ√
tk1 − Pk
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whereinw̄ is the average happiness coefficient of all lower tier ISPs. The condition for Eq.(26) to hold

arePk < tk1 ≤ γ
c2
ij

+ pij for all i, j. This condition represents when there is no private peeringlink (i.e.,

cij = 0), or the congestion cost plus payment to transmit data in peering link is too expensive. Applying

the optimal pricing search method in Section V-B, the maximum revenue of higher tier ISPk1 can be

calculated under different values ofm andn. Figure 7 illustrates the maximum revenue of higher tier ISP

k1 against the number of lower tier ISPsn, for different numbers of higher tier ISPsm in the network.

In this figure, all them higher tier ISPs do not perform network upgrade even when there are increasing

number of lower tier ISPs joining the network. So we keepnCk = 100 for all k ∈ {1, 2, . . . , m}.
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Fig. 7. Experiment VI-A-1 (without peering links): Higher tier ISPk1’s revenue against number of lower tier ISPs, with

different number of higher tier ISPs in the network. All the link capacities of higher tier ISPs are kept constant:nCk = 100

for all k, andw̄ = 10.

Some important observations can be made. First, for a particular value ofm, one can determine a

unique number of lower tier ISPsn∗ that maximizes the revenue of higher tier ISPk1. Further increase

of lower tier ISPs will only decrease the ISPk1’s revenue. The justification is because the link bandwidth

capacity of ISPk1 allocated to each lower tier ISP is decreasing, which leads to an increasing congestion

cost and so a decrease in the traffic demand. Also, when the number of higher tier ISPs (m) increases,

it needs more lower tier ISPs (n) for higher tier ISPk1 to obtain its maximum revenue. This is because

the more lower tier ISPs increases the traffic demand in the network. Another observation is that more

higher tier ISPs exist in the network reduces the revenue of ISPk1.

Figure 8 illustrates Experiment VI-A-2 when the higher tierISPk1’s link capacity increases propor-

tionally to the number of lower tier ISPs in the network. Higher tier ISPk1 has a total capacity ofnCk1

whereCk1 = 100 is a constant. The other higher tier ISPs have link unit pricePk = 1.2 and do not

perform network upgrade and have fixed capacities, i.e.nCk = 100 for k 6= k1. Figure 8(a) illustrates

the maximum revenue of higher tier ISPk1 as a function of the number of lower tier ISPs, with different

number of higher tier ISPs in the network. The figure shows that when higher tier ISPk1 upgrades its

link capacity, no matter how many other higher tier ISPs are,it can always achieve an increasing revenue
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asn increases, which is a contrast to the fixed-capacity case. Furthermore, the revenue is able to increase

faster thann does. Figure 8(b) shows the relationship between higher tier ISPk1’s maximal revenue per

bandwidth(z̄k1Pk1∗/nCk1) and the number of lower tier ISPs, with different number of higher tier ISPs.

It shows that higher tier ISPk1’s maximal revenue per bandwidth keeps increasing asn grows, which

implies that the higher tier ISPk1 can benefit from upgrading its network.
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Fig. 8. Experiment VI-A-2 (without peering links): higher tier ISPk1’s revenue when the capacity of its link grows propor-

tionally: (a) ISPk1’s maximum revenue v.s.n, (b) ISPk1’s maximal revenue per bandwidth v.s.n.

Lastly, we consider when all higher tier ISPs perform network upgrade. In Experiment VI-A-3, the

link capacities of all higher tier ISPs are increasing proportional to the number of lower tier ISPs in the

network. Thus every higher tier ISPk has a total capacity ofnCk whereCk = 100 is a constant. Figure

9(a) illustrates higher tier ISPk1’s maximum revenue as a function of the number of lower tier ISPs,

with different number of higher tier ISPs in the network. Thefigure shows if higher tier ISPk1 upgrades

its link capacity as other higher tier ISPs do, it can always achieve an increasing revenue asn increases,

and this result is independent on the number of higher tier ISPs in the network. Figure 9(b) shows the

relationship between higher tier ISPk1’s maximal revenue per bandwidth and the network sizen with

different values ofm. Although the increasing rate of maximal revenue per bandwidth becomes slower

whenm is larger, the marginal profit of higher tier ISPk1 still does not decrease as more lower tier ISPs

are joining the network, which implies that the higher tier ISPk1 can benefit from upgrading its network.

B. Network scaling with private peering links among lower tier ISPs

Since there are private peering links, traffic can go throughthe peering link if the peering link provides

a certain level of QoS and the price in transmitting is not high. With the existence of private peering links,

we investigate whether there is any incentive for higher tier ISPs to perform network upgrade. In Section

V, we showed that Eq.(24) holds ifyij > 0. The conditions foryij > 0 holds aretk1 ≥ γ

c2
ij

+ pij and



23

 0

 5000

 10000

 15000

 20000

 25000

 30000

 35000

 40000

 45000

 50000

50 100

M
ax

im
u

m
 R

ev
en

u
e

Number of Lower Tier ISPs

Maximum Revenue of Higher Tier ISP k1

m=2
m=5

m=10

 0

 1

 2

 3

 4

 5

50 100

M
ax

im
al

 R
ev

en
u

e 
p

er
 B

an
d

w
id

th

Number of Lower Tier ISPs

Maximal Revenue per Bandwidth of Higher Tier ISP k1

m=2
m=5

m=10

(a) (b)

Fig. 9. Experiment VI-A-3 (without peering links): higher tier ISPk1’s revenue when the link capacities of all higher tier

ISPs grow proportionally: (a) ISPk1’s maximum revenue v.s.n, (b) ISPk1’s maximal revenue per bandwidth v.s.n.

wij > tk1 > Pk1+ n2γ

(Ck1)2
. By solving Eq.(24), one can calculate the higher tier ISPk1’s maximum revenue

for different values ofn andm. When a higher tier ISPk upgrades its link bandwidth proportional to

the number of lower tier ISPsn, its link capacity isnCk whereCk = 100 is constant. When it does not

perform upgrade, its link capacitynCk = 100 is constant. We perform the analysis under the settings

m = 10 andPk = 0.8 for all k 6= k1, wij = 10 for all i, j andpij = 1, cij = 10 for all lower tier ISPs

j 6= i. Figure 10 illustrates how the number of lower tier ISPs affects the maximum revenue of higher

tier ISPk1. The y-axis shows the maximal revenue per bandwidth of higher tier ISPk1 when there is no

higher tier ISP upgrades link capacity, or when only higher tier ISPk1 upgrades link capacity, or when

all m higher tier ISPs do network upgrade. The horizontal axis shows the number of lower tier ISPs in

the network.
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Fig. 10. Experiment VI-B (with peering links): higher tier ISPk1’s maximal revenue per bandwidth againstn under three

situations: (a) no higher tier ISP upgrades, (b) only highertier ISPk1 upgrades, (c) all higher tier ISPs upgrade.

When the private peering links are introduced, if no higher tier ISP upgrades link capacity, increasing

number of lower tier ISPs will lead to the decrease of revenueof all higher tier ISPs. This is caused by

the increasing congestion cost in transmitting traffic through the higher tier ISP as link capacity shared

becomes less. So lower tier ISPs opt to transmit through their own peering links. If only higher tier ISP
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k1 upgrades link capacity, the lower tier ISPs still do not transmit traffic through the other higher tier

ISPs due to the large congestion cost. However, they will send traffic through higher tier ISPk1 as the

congestion cost is small. So there is an increase in the maximal revenue per bandwidth when more lower

tier ISPs join the network. Lastly, when all higher tier ISPsperform network upgrade, the maximum

revenue of higher tier ISPk1 can still increase and the rate of maximal revenue per bandwidth does not

drop. For all scenarios, when compared to the case without peering links, the revenue increasing rate

becomes much slower. This is due to the fact that lower tier ISPs have set up peering links to form

a mesh-network. It is the competition that brings down the marginal profits of higher tier ISPs. It is

worthwhile to mention that in practice, it may be difficult, or even impossible, for all lower tier ISPs to

form a fully meshed network among themselves. This may be dueto the geographical constraint that

some of them are located very far apart, or may be due to the legal regulations. Thus there are still great

opportunities for higher tier ISPs to gain by upgrading the network infrastructures.

VII. Related Work

Let us present a brief review of some related work. In [4], authors study a cost model for peers

in deciding whether to join a P2P network. There are some workon the game-theoretic study of ISP

traffic[26] and overlay traffic interaction and sevice differentiation[8], [13] In [11], [14], [15], [17], [22],

[23], authors propose models on Internet pricing, but they focus on customer pricing strategy and issues

to provide differentiated service. Our work focused on the “interactions” between the higher tier and

lower tier ISPs. In [21], authors consider a network of localand transit ISPs and show that positive profit

is achieved using threat strategies. Our work provide a methodology to obtain the optimal pricing for

higher tier ISP charging the local ISPs.

In [1], authors provide a novel model and the work is a pioneering work of studying ISP’s interaction.

The model is for two-layers and shows the price for the network to maximize its revenue. The work also

shows the revenue per unit bandwidth increases and overall performance of each user improves when the

number of users increases. In [12], authors investigate theissues of revenue maximization and network

scalability of ISP, where there is onlyonehigher tier ISP. The work also show the rationale for an ISP to

perform network upgrade. Our model can be regarded as a generalization to the above models in which

multiple higher tier ISPs present to allow competition, andpeering links are allowed for geographically

close ISPs to provide alternative transit service.

VIII. Conclusion

In this work, we investigate in the interactions between twolayers of ISPs. The lower tier ISPs can

transmit traffic to other lower tier ISPs and they want to obtain the maximum utilities while minimizing

the congestion cost and payment. The higher tier ISPs, want to attract more customers (or lower tier
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ISPs) and maximize their revenue or profit. However, they cannot price the service at will since there

is competition among the higher tier ISPs. The higher tier ISPs also need to determine the appropriate

amount of bandwidth allocation to their customers so as to avoid monopoly by few customers. In this

paper, we show how the lower tier ISPs can determine the appropriate traffic transmission and routing so

as to maximize their utility. We also present a distributed algorithm for higher tier ISPs to allocate band-

width resource such that resource monopoly can be avoided. We show the methodology for higher tier

ISPs to compute their optimal prices where their maximum revenues are reached. Finally, we demon-

strate through experiments that a higher tier ISP can obtaina larger revenue in all circumstances if it

performs network upgrade, especially when we scale up the network. The above models are particularly

interesting since one can use them to understand the economic impact as well as the behavior as the

Internet grows.

Though this work provides some answers for the current Internet, there is room for future work. In

our work, the higher tier ISP issues a single price and provides the same quality of service to all lower

tier ISPs. To accommodate the situation that lower tier ISPshaving different demands in the quality of

transit service, higher tier ISPs should provide differentiated service according to the different demands.

One way to provide differentiated service is to have multiple service classes, where customers in higher

class have premium service than the customers in lower class. Besides allocating resource to different

customers, higher tier ISPs will need to find an efficient algorithm to allocate its resource to different

classes, as well as finding the optimal price in each class.

Moreover, the Internet is consisting of more than two tiers of ISPs. A network model which can

accommodate more tiers of ISPs is a better and a more accuraterepresentation of the Internet. However,

the model and the interaction between the ISPs becomes much more complicated. For example, the

change in unit price of tier 1 ISP may be extended to tier 3 ISPs. Our work provides a basic investigation

for the above complicated problems. ISP can apply our model to study various issues and narrow down

the design space.
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