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Abstract

The current Internet architecture comprises of differaivigbely owned Internet service providers (ISPs) wherdnaig
tier ISPs supply connectivity service to lower tier ISPs ahdrge these ISPs for the transit service. For the highelSies,
the main concern is how to increase the profit by attractingerfawer tier ISPs (or traffic), while the lower tier ISPs cent
about the connectivity, quality of service as well as thet ofshe transit service. In this work, we seek to understdued t
interactionbetween different tiers of ISPs. Note that the lower tierd 88n transmit traffic to each other, either by purchasing
the service from higher tier ISPs, or by settingiVate peering linksbetween themselves. Higher tier ISPs, on the other
hand, cannot charge the transit service at will since tleeceiinpetition among higher tier ISPs. We model the intevaaif
these ISPs via a game theoretic approach. We study the is(@smpact of private peering relationshgamong the lower
tier ISPs, (b) under a competitive market, how can the higaetSPs perfornmesource allocatiomndrevenue maximization
so that resource monopoly can be avoided, anddpylitionswherein higher tier ISPs are willing to perform network ugdg,
in particular, when we scale up the network. Our mathemldtiamework provides insights on the interaction among ISPs
and shows these ISPs can still gain profits as they upgradetierk infrastructures. Extensive simulations are edraut

to quantify and support our theoretical claims.
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[. Introduction

The current Internet is formed by many different internetviee providers (ISPs) which provide
connectivity and transit service. One of the main problemegig ISPs is how to increase the profit and
at the same time, sustain good performance as the Intem@&sgOne can loosely classify the ISPs into
two types: (a) higher tier ISPs which cover large geogragildoeas and provide transit service, and (b)
lower tier ISPs which provide connectivity service to ragibusers. For the lower tier ISPs, in order to
gain the Internet access, they need to purchase the trangitesfrom higher tier ISPs. These higher tier
ISPs set their prices based on the service provisioningthengrices depend on the allocated bandwidth,
the amount of transferred traffic, as well as the competjinees from other higher tier ISPs. Note that
for lower tier ISPs which are within the same region, theyenam option to set uppgtivate peering
links” among themselves so that they can bypass the higher tier d8& reduce their operating costs.
The basic nature of theeering relationships to exchange local traffic between the two lower tier ISPs
via the peering link without paying the higher tier ISPs fioe traffic transfer. In practice, these private
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peering agreements can be quite complicated, involvingyrbasiness considerations [7], [16], [4]. In
[6], authors discuss how a provider should price its sesvdifferentially based on their characteristics
such that prices can match service qualities. Authors ira[8) discuss how to present a cooperative
pricing strategy to provide a fair distribution of profitsi@Ps.

In [1], [10], [18], [21], authors study the economics of netW pricing with multiple ISPs on the
Internet. These authors all study a basic question of howttprices for the Internet services so as to
fairly share revenues among providers and at the same timaeueage the network to grow. However,
these work underestimate the impact of two important fact¢a) pricing competition among higher
tier ISPs and, (b) local peering relationship on the trafeendnd. These factors have great impact
on the proper pricing strategy. The aim of this work is to seekindamental understanding of the
interaction between ISPs with peering links and competiti/e explore how the peering relationship
and competition among higher tier ISPs can affect the sepiiicchasing strategies and pricing strategies.

For a lower tier ISP, it has two options to communicate witbther lower tier ISP: either use the
connection provided by higher tier ISPs, or to use the peiyetering link connecting between the two
peers (if available). Even for the simple case of a constantividth demand, deciding on the proper
routing via these two connections is not a trivial task. Amotfactor which makes the decision of traffic
allocation difficult is that all lower tier ISPs want to maxiza their own utilities, and at the same time,
reduce their operating costs (or payment) to the highet$ies. Also, an ISP’s strategy may depend on
strategies taken by other ISPs, as well as the pricing gsliemployed by the higher tier ISPs. All these
make it a challenging task to come up with an efficient trassion and routing strategy.

For the higher tier ISP, it needs to provide connectivity am@ower tier ISPs. The main goal is to
maximize its profit by attracting more potential customerg( lower tier ISPs). To maximize the profit,
a good pricing strategy is essential. In general, a higketdP needs to address:

1. Profit Maximization :under a competitive market, does it exist a unique price highvtine higher tier
ISP’s profit can be maximized under a homogeneous pricingmsel{i.e., all lower tier ISPs are charged
using the same price)? If it exists, how can one determirseggbiimal price?

2. Bandwidth Allocationhow should the higher tier ISP allocate the bandwidth to aeting lower tier
ISPs and avoid the monopolization of bandwidth resource siall subset of lower tier ISPs?

3. Network Scaling and Capacity Upgradethen the number of lower tier ISPs increases, is there any
incentive for the higher tier ISP to upgrade the networkasfructures such as the backbone capacity?
Can the increase in revenue compensate for the increasstinfabeploying new services?

4. Impact of Private Peeringwhat is the impact of private peering relationships betwiberiower tier
ISPs have on the higher tier ISP’s pricing decision?

Take an example, some tier 1 ISPs, say AT & T and Verizon Bgsiage providing transit service
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to some tier 2 ISPs, PCCW and Entanet. AT & T and Verizon Bissirage the higher tier ISPs, while
PCCW and Entanet are the lower tier ISPs. Besides buyingitrsgrvice from higher tier IPSs, PCCW
and Entanet can establish a peering relationship undevecsdevel agreement (SLA) between them.
They can then send data to each other with a lower or even msto The considering issues of buying
transit service or not are the payment and the quality of éneice.

The contribution of our paper is to answer the above questidve use agame theoretitapproach
to study the interaction of the two types of ISPs and illusttae impact of private peering in the com-
petitive market. In particular,
1. We present a generalized competitive model that captheegricing competition among the higher
tier ISPs and traffic demand and routing decision of the IdweelSPs. This two-tiers-interaction repre-
sents a basic framework of the current Internet.
2. We show how lower tier ISPs can distributively determineirt transmission and routing decisions
via a convex optimization method.
3. We propose a distributed algorithm for higher tier ISPalkocate their bandwidth resources to lower
tier peers so as to avoid resource monopolization.
4. We show how a higher tier ISP can infer an optimal pricings®o maximize its profit even under a
competitive environment among other higher tier ISPs.
5. Last but not least, we consider the issue of network sgglifnen we increase the number of ISPS)

and derive conditions wherein higher tier ISPs have thenitioeto upgrade the backbone capacity.

[1. Network and Game-theoretic Models

In this section, we describe our network model and formuled¢hematical models for various ISPs.
Figure 1 depicts our network model. The network consists lafwer tier ISPs andn higher tier ISPs.
Lower tier ISPs can communicate with each other by sendaffidvia the private peering links between
themselves, or through the links connecting to the higleerl8Ps. To provide connection service for
various lower tier ISPs, each higher tier ISR {1,2,...,m}, has a communication network (in which
we abstract it as a link) that has a total capacitywgf* (in units of bps). For each lower tier ISP
i €{1,2,...,n}, it possesses at mastlinks to each higher tier ISPs and possihly 1 private peering
links to other lower tier peers. The private peering linkvbetn peet and peerj is denoted as; and
this link has a capacity af; (in unit of bps). Note that if we set; = 0, it implies that there is no peering
link between peei and peerj. The link connecting lower tier ISPand the higher tier ISR is denoted
asl¥, and the higher tier ISR allocatesC* amount of bandwidth (in units of bps) for this connection.
Note that if we set?f = 0, it implies that the lower tier ISPis not connected to ISP. Letn, be the
number of lower tier ISPs buying connection service fromhlgher tier ISPk. We also denotg; as
the set of higher tier ISPs in which the lower tier ISB buying connection service from, aft}, as the
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set of lower tier ISPs in which the higher tier 1%Hs providing connection service to. Note that this
network model is a generalization of the network model ir] {#Berein only a single higher tier ISP was
considered (therefore, in [12], there is no competition agioigher tier ISPs). Table | lists all notations

= |ink to higher
@ tier ISP
—— private
peering link

——— traffic

used in our network model.

Hi gher
tier 1 k m
| SPs

Lower
tier
| SPs

Fig. 1. A network representing lower tier ISPs anah higher tier ISPs. Each lower tier ISP has at madinks to the high

tier ISPs and possibly — 1 private peering links with other lower tier ISPs. The lowier tSP; can communicate with
lower tier ISPj in two ways: via the peering link; or via the higher tier ISP linkg's. The traffic rate on link;; is y;;

while the traffic rate on link} is zf;.

Let z;; denote the traffic transmission rate (in unit of bps) fromdower ISP; to lower tier ISP;. If
the transmission rate can be supported, then the loweSir dbtains a utility of4,;(x;;) whereA,; is
a strictly concave function in;;. As indicated in [9], concave function is commonly used toresent
elastic traffic, which is the dominant traffic in the Internéh here, a weightedbg function is used
such that4,;(x;;) = w;; log(1 + x;;). The weightingw;; can be interpreted as the “happiness weighting
coefficient” of transmitting traffic from the lower tier ISRo the lower tier ISB. If w;; > w;,, itimplies
that ISP: prefers to communicate with ISPthan with ISPs. Note that thdog function is chosen as it
leads to a proportionally fair resource allocation if propengestion control is used. Additionally, this
type of utility function is also used for performing distuiled admission control [1].

For the traffic from lower tier ISR to j it can either go through the private lirlk, or through any
mutually connected higher tier ISPs. We dengteas the traffic rate that ISPdecides to transmit
through the linki;;, andzf’j as the traffic rate through the link of ISR [¥. Therefore, the traffic rate;;

is equal to

zip =y + > 2 fori,je{l,... n} 1)
keg;

One special case is for the traffic ratg representing the traffic from ISRo destinations other than the
n — 1 lower tier ISPs, which are outside this network. This typéraffic has to go through the higher
tier ISPs, we have

Yii =0 and oz =) 2k fori e {1,...,n}. 2)
keg;



m: Number of higher tier ISPs in the communication network.

n: Number of lower tier ISPs in the communication network.

ng : Number of lower tier ISPs buying connection service fromhlgher tier ISPk.

Ik An abstraction of the communication link between lower i&®+ and the higher tier ISR.

lij : The private peering link connecting lower tier ISR lower tier ISP;.

nxC¥ . Total capacity of the link of the higher tier ISP

Ck Allocation of the higher tier ISR’s link bandwidth to the lower tier ISP, i.e. capacity of link¥.

Cij Capacity of the private peering lirlk; connecting ISR to ISPj.

Wij The happiness weighting coefficient of transmitting traffomm ISP to ISP .

Tij Traffic transmission rate from the lower tier ISR the lower tier ISP, such that;; = y;; + Zkegi zfj

Yij - Traffic transmission rate from the lower tier ISEb the lower tier ISP going through the private link;;.

zfj : Traffic transmission rate from the lower tier ISR the lower tier ISP} going through the higher tier ISPs link 5.
2k Aggregate traffic rate that the lower tier I3Bends through the higher tier ISR link.

zk . Aggregate traffic rate through the higher tier IBRlink from all lower tier ISPs.

o The variable to map the congestion cost of the lower tier fB®1nonetary value.

Pk Price per unit bandwidth of the link of higher tier ISFor the lower tier ISP. We assumé? = P* for all i.
Dij - Price per unit bandwidth of the private peering link

i ¥i = (yi1, a2, - - - , Yin ) denotes the traffic rate vector of lower tier ISfrough its private links.

7k 78 = (28,25, ..., 2EF ) denotes the traffic rate vector of lower tier ISrough the link of the higher tier ISP.
G; The set of higher tier ISPs providing connection servicddoer tier ISP;.

Hy : The set of lower tier ISPs buying connection service fromhtigder tier ISPk, i.e. k € G; < i € Hy.

S;: The set of lower tier ISPs having peering links to lower t&Pf.

7 The set of lower tier ISPs such that lower tier IBRants to send traffic to, i.ev;; > 0if j € 7;.

TABLE |
NOTATIONS USED TO REPRESENT THE NETWORK BETWEEN LOWER TIERISPS AND m HIGHER TIERISPS

To simplify notation, let:} = >, zfj be the aggregate traffic rate that I58ends through the higher

tier ISPk andz* = 3,4, =¥ is the aggregate traffic from all lower tier ISPs to the higtier ISP,
where7; denotes the set of lower tier ISPs in which ISRants to send data to (i.ey; > 0 if j € T;).

For lower tier ISPs, if they want to transmit traffic to othewkr tier ISPs, they need to pay the
connected higher tier ISPs for the transit service. Theegogr unit bandwidth for ISPsending traffic
along the linki* of the higher tier ISR is PF, and the price is determined by the higher tier ISAThe
lower tier ISP: may also transmit the traffic through private lihk (if it exists) and we lep;; be the
price per unit bandwidth, and this price is mutually agrepdrubetween the two lower tier ISPs. Let
Ui = (Yi1, Yios - - -, Yin) denote the traffic rate vector of the lower tier ISthat transmitting through its
private links and® = (2%, 2%, ... 2F ) denote the traffic rate vector transmitting through the &igter
ISP k. Also, the higher tier ISR: sets the following price vectaP* = (Pk, Pk, ... P*) for various
lower tier ISPs.

Lower tier ISPs also care about the “quality” of their seevitn here, we use congestion as an indicator

for the quality of service. Assuming links can be represgate an M/M/1 queue [1], the delay on the
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link can be treated as a congestion indication. In order twide these congestion indicators to the
connected lower tier ISPs, the higher tier ISRill perform appropriate bandwidth resource allocation

(which will be presented in later section) and broadcastliteation to the lower tier ISPasC¥. Under

1
k k-
Crl—z;

this framework, the congestion cost of lifkis # and the cost of Iinl(jC is
1] 1]

Now we formulate the mathematical optimization for eachdotier ISP. Considering the lower tier

ISP, it wants to maximize the following objective function:

MaxUs = 30 wilog(l+ys+ 3 =) = 3 Lpsy o] = 3 Pret

j€T; keg; keg; v keg;
i
> 1{yij750}[c” — ] — > DiYis 3)
jeS; ij — Yij JES;
S. t. Oéyijgcij foralljeSi, yij:O forallje’];—Si
Yo <cfforallkeq;, zf>0 forallje T, andk € G, (4)
JE€T;

where 1y, is an indicator function and the sé} is the collection of peers having private peering
links established with lower tier ISP. The above objective function in Eq.(3) represents the eco-
nomic incentive for ISP to carry out traffic transmission. The first term in the ohjextfunction
wizlog(1 + yi; + Yreg, zfj) is the happiness of ISPin sending data to ISR through its connecting

links. The second term:~— is the congestion cost of ISRexperienced in sending traffic through the

link of the higher tier ISR:. The variabley > 0 represents the congestion cost impact to a lower tier ISP
and it translates the congestion cost into an appropriateetaoy value. Note that the larger the value
of v indicates that lower tier ISPs are more concern about thgesiion. In later section, we will show
the the impact ofy on the convergence point of the traffic transmission ratese that the congestion
cost will be zero if ISP does not transmit via this link, or the ISP did not purchaagedit service from
the higher tier ISR.. The termP’ 2 is the total payment of lower tier ISPto the higher tier ISF:.

Also, ”y_, is the congestion cost on the private peering link betweesidier ISPs and;j when the
ij

Cij
traffic rate on;; is non-zero. Lastly, ISPneeds to pay;;y;; to lower tier ISP; for using the private link
(note: it is possible to model free peering by setting= p;; = 0). Last but not least, the happiness,
congestion cost and payment are mapped to the same monetagyrowithw;; and~y. The constraints
represented in Eq.(4) specify the feasible region of theopation problem. The first constraints are
non-negative and capacity constraints of the peering lik& second constraint is due to the absence
of peering links. The third and fourth are the capacity ana-negative constraints of links of higher tier
ISPs respectively. In summary, each lower tier iSteeds to determine the traffic rates vectgrand

Z¥ for all k € G; so as to maximize its utility as defined in Eq.(3).
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It is important for us to point out that the optimization offdrent lower tier ISPs ardependenbn
each other. For each lower tier ISPgiven the bandwidth allocatiof® of the link of the higher tier
ISP £, it performs an optimization and determines its transroissatez" and bids for this allocation to
ISP k. After collecting the bidding information from all connedtlower tier ISPs, the higher tier ISP
k needs to determine the new bandwidth allocation based e thiddings and to perform the proper
resource allocation (this will be discussed in Section 1V).

In this paper, we model this form of interaction between I&%a ‘hon-cooperative gamieUnder the
game theoretic framework, for a given collection of pricetees of ISPSP = (PL,P2,...,P™), this
defines a non-cooperative game between thdsever tier ISPs [19]. They interact with each other and
determine their optimal traffic rates. Given the existerfc@oequilibrium point, the operating point for

n lower tier ISPs is the solution to the Nash equilibrium osthame. For each collection of price vectors

P > 0, a Nash equilibrium point for thia-ISPs game is defined as twetuplesy* = (7, 7%, ..., ")

andz* = (z},7;,...,2%), wherez; = (z}, 2%,..., "), such that foall lower tier ISPs € {1,2,...,n}:
for any other feasible traffic vectar = (41, 42, ..., %,) andz = (21, 2, .. ., Z,) that satisfies the con-

straints defined in Eq.(4). For a higher tier ISP, sait has to solve a profit maximization problem:
Maximize P* . zF*(PF) over P >0 (6)

wherez**(P*) is the aggregate traffic on the link of ISPat the Nash equilibrium. In this work, we as-
sume homogeneous pricing. Therefd?,= P*foralli € {1,---,n}andk € {1,---,m}. This equiv-
alently defines a Stackelberg gamfL9] with m leaders (the higher tier ISPs) andhon-cooperative
Nash followers (the lower tier ISPS).

[1l. Solution to the Utility Maximization Problem of Lower Tier I SPs

In this section, we show how a lower tier ISP, gagan determine its optimal transmission rates and
routing. The transmission rate vectoifsfor k € G;, to other lower tier ISPs via the links of higher tier
ISPs, andj;, is the transmission rate vector via peering links. Assgntivat the lower tier ISP knows all
the pricesP* and the associated bandwidth allocati@fifor & € G; specified by the connected higher
tier ISPs, one can model this as a convex optimization prolae defined in Eq.(3). In this section, we
investigate the necessary and boundary conditions for arléer ISP to maximize its utility.

Necessary conditions for positive transmission rateWe first consider the case where the traffic rate
is non-zero. Sincé&; is discontinuous ay;; = 0 (i.e., the traffic rate through the peering litik is

LA Stackelberg game is a strategic game in which there is @testlo makes the decision first, and then other players, kipiie

decision of the leader, will then their decisions. So thelégdnas a first move advantage over the followers.
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zero) and:¥ = 0 (i.e., the traffic rate through the link of the higher tier IS® zero), we first show the

necessary conditions wheg # 0 andzF # 0. The optimization of Eq.(3) hag;||G;| + |S;| variables.

The second order partial derivatives with respeq):i}(andzfj are:

82Ui — Wy 2’)/
GE - <0, )
ayizj (1 + vij + Xkeg, szg)z (cij — vij)3
0 U, —wy, 2
Ak a9k - < 0. (8)
0zf 0zf; (L4 yiy + Theg, #5)2  (CF—2f)°

Forji # j» #1¢ € S; andk; € G;, the second order partial derivatives of Eq.(3) with respeg;; and

21 are:

82Ui 82UZ 82UZ _wij1
—F = U, P = U, % - k \2 < 07 (9)
Yij, 0Yijs Yijy 0z, 0yij 028 (L + Yijy + Xeg, 255

1J2 2J1

and forj; # jo # i € 7; andk; # ko € G;, the second order partial derivatives of Eq.(3) with respec

y;; andz); are:

0°U, 0°U, —2y 0°U, —wy
=0 = < 0; = 2 <0. (10
0z 0212 Dzf1 025 (Ch — Py 028 028 (14 yij, + Leg, 2,)° 4o

tj1 1j2 J1 tj2 J1 J1

Therefore, the Hessian matrix of the objective function @a(B) is negative definite on the non-negative
space bounded by;; < ¢; andz} < CF. SoU; is strictly concave iny; for j € S; andz;; for all

j € 7; andk € G;. The maximum utility and optimizer to this problem is unicaued can be found by
the Lagrangian method [20]. The necessary conditiong;dbr j € S; andzfj for j € 7; andk € G; of

the maximization otJ; are:

, if 0 — ‘ TR
8UZ{<O if y;; =0 @{<0 if 25 =0 1)

ayij =0 if Yij > 0’ 8,25] =0 if 25 > 0.
Boundary conditions for positive transmission rate: Since the objective function Eq.(3) is discontin-
uous at the boundaries, the necessary conditions givereabay not achieve the global maximum. We
are now going to explore the boundary cases when the traféiceads to zero, i.ey;; = 0 or 2F = 0.
Figure 2 illustrates an example when the optimal traffic rat@ boundary. The utility of the lower

tier ISP+ is plotted against one particular traffic ratg (againstzfj Is similar). Figure 2(a) shows the

case when the optimal value §Z% y=0 < 0. Referring to the figure, the optimal valy%?’t = 0. Since

there is no congestion cost in the peering link wlg%% = 0, the maximum utility is at poinf; rather
than pointP,.
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Figure 2(b) shows the case whef = arg{gT[Z = 0} is positive and the corresponding utility is

point P5. If the utility wheny,; = 0 is at point/,, which is smaller than the utility aP;, then P; is

opt

the maximum point ang;" = y;; is the corresponding traffic rate. However, there existsssipdity

that the utility wheny;; = 0 is at pointP;, which is larger than the utility ab;. In this casep; is the
maximum point and;;”" = 0.

Let us provide the physical interpretation of the two caflastrated in Figure 2(b). If the utility at
the boundary point ig%, it indicates that when the traffic rag; increases front to y;;, the increase
in happiness outweighs the aggregate increases in conigestst and the payment, thus achieving the
maximum utility at pointP;. But if the utility at the boundary point i8, it means that when the traffic
rate increases, the increase in happiness cannot compdosdhe increases in congestion cost and
payment. So the best strategy for lower tier IS®notto send data through the lirik. Note that when
lower tier ISP; does not send data through any link, it has zero utility. €feee, a lower tier ISP can

always achieve a non-negative utility, since in the worsece can opt not to transmit.

(a) (b)

Fig. 2. Utility of lower tier ISPi against one particular traffic rag;, (a) when negative;; (b) when positivey;; .

Solution for lower tier ISPs: We end this section with an example showing how a lower ti€ IS
computes its optimal routing. Consider a network with tHmeer tier ISPs and two higher tier ISPs.
Lower tier ISP1 has a private link connecting to lower tier ISRvith a capacityc;» = 5 and unit price
p12 = 1, and has no peering link connecting to lower tier ISPThe happiness weighting coefficients
for the lower tier ISPL arew,; = 5, w2 = 10 andw;3 = 3 with v = 1. The higher tier ISR allocates
a capacityC] = 20 to lower tier ISP1 with unit price ! = 1.1 and the higher tier ISR allocates a
capacityC? = 30 to lower tier ISP1 with unit price’?? = 1.2. To determine the optimal transmission

rates vectors of the lower tier ISR the necessary conditions with positive traffic rates are:

10 1 <0 ify12:0
-1
)2

1+912+Z%2+Z%2—(5—y12 =0 |fy12>0

10 L [<0 ifzh=0
)2

1+y12+z%2+z%2_(20—21 =0 ifz,>0



1+ y1o + 25 + 2% (30 — 22)2 ' =0 ifz4>0
1 + Z%l + Z%l (20 — 21)2 ' =0 |f Z%l > ()
1425 + 28 (30 — 22)2 ' =0 ifz4 >0
L+2ig+2fy  (20—21)2 =0 ifz3>0

3 B 1 19 < 0 if2=0

14 285+ 23 (30 — 22)2 ' =0 if25>0

10

The solution to the above system of equations gives the aptiate vectors ofy, = 2.39, 71 =
{3.56,5.48,1.66}, 22 = {0,0,0} and utility U, = 17.70.

IV. Distributed Bandwidth Allocation by Higher Tier ISPs

For a higher tier ISP, it has to determine the proper bandwatlbcation to its connected customers
(e.g., lower tier ISPs) and at the same time, it needs to maleetbat there is no bandwidth monop-
olization by a small number of lower tier ISPs. Since a mompjpy a small number of ISPs surely
reduces the customer size and customer diversity, whialrimitcrease the risk of running the service
provisioning business. Moreover, in order to maximizegiganue or profit, a higher tier ISP has to know
the demand in its link bandwidth. Given the total amount ok Ibandwidth resource;C*, higher tier
ISP k£ needs to determine how to distribute this common resourtteste, lower tier ISPs. In this work,
we propose distributedapproach which we called the Equal Sharing Algorithm.

First, let us present the general framework under which tken tier ISPs can interact with their
customers so that they can discover the actual resourcendisnram these lower tier ISPs. Also, how
lower tier ISPs are informed the pricing information and la@dwidth resources. Initially, each higher
tier ISPL for k € {1,2,...,m} equally distributes its link capacity to all its connectedvér tier ISP
i € Hy, attimet = 0. Knowing the available link capaciti€¥ and link pricesP’ for j € G;, each lower
tier ISP calculates its optimal routing (traffic transmission ratestors) with the algorithm presented
in Section Ill. The lower tier ISP sends the link bandwidthnsomption,zg, back to each higher tier
ISP j € G;. We call the feedback informatiof as bidding of lower tier ISPi to higher tier ISP;.
Higher tier ISPk receives all the biddings from its connected lower tier 18RkBin a period of timer".

At the end of each period, higher tier I3Fecomputes the link resource allocation and sends the new
allocationC? to each connected lower tier ISPwhere; € H,,. Based on the new bandwidth allocation,



11

each lower tier ISP calculates its optimal routing againtiuedprocess repeats itself. Note that there are
several advantages for this framework. First, all the imi@tion that a lower tier ISPrequires are the
unit pricesp;;'s and capacities;;’s of its private links, and the allocated link capaciti#sand pricesP’
for j € G;. These can be viewed as the private information of lowerl8&r:. Lower tier ISP; does

not have to know the bandwidth allocatiofd, . . ., C/ ) and bandwidth consumptionist, . . ., 2*) since
they are confidential information. Secondly, when the hidiee ISP & makes the bandwidth allocation,
it only has to know the biddingg?, 2%, . . ., 2¥) from its connected ISPs and it needs not know the utility
functions and the pricing information of the private pegrimks. Thirdly, the overhead of exchanging
the control information in the framework is very small.

The distributed resource allocation algorithm is calleel Bgual Share Algorithm. At each round,
a higher tier ISP distributes its “remaining” capacity elfjuamong all lower tier ISPs after satisfying

their bandwidth consumption demands indicated by theidibgk. Initially, each higher tier ISP for
k € {1,2,...,m} allocates its link capacity equally to every lower tier I$B,, C¥ = ";;C = CF

and sends the capacity aIIocatlﬁfl to every lower tier ISR for all i € H;, Then each Iower tier ISP
applies the algorithm proposed in Section IlI to find its ol bandwidth consumption (i.ezF for

lower tier ISPi) and sends the information back to the higher tier k<S8 its resource bidding. When a
higher tier ISP gathers all the feedbacks from its connelG&d, it allocates to each lower tier ISP the

capacity it bids, and then it allocates the remaining resmequally to them. Formally, the allocation is
k__ sk . .
Cf = 2f + €= The ESA algorithm is:

Equal Share Algorithm:

1. Higher tier ISPk |n|t|atesC’“(O = ’“;L—Ck := CF to each lower tier ISP € H,,. Set countet := 0.
2. while (TRUE) { '
3. Higher tier ISPk passes‘,’f(t) to each lower tier ISPfor i € H,;
4.  for (i € He){
5. Lower tier ISP; computes;/Z and Y with the algorithms in Sec. I,
and sendsk(t et zw ) back to higher tier ISR;
6. }/* termnation of for-1loop */
7. Higher tier ISPk updategf 1) .= A0 4 %‘:W for every lower tier ISP € Hy,;
update countet :=t + 1;
8. }/* term nation of while-loop */

lllustration of the ESA: To illustrate the performance of ESA, we carry out experite@md demon-
strate the bandwidth allocation under two different scesar(i) the network has sufficient bandwidth
capacity, and (ii) the network has insufficient bandwidthaxty.

Experiment V-1 illustrates when the network has sufficleartdwidth resource. There are two higher
tier ISPs and three lower tier ISPs in the network. Each laweerISP has two private peering links
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Fig. 3. Experiment IV-1: Biddings of lower tier ISRs2 and3 under sufficient bandwidth scenario, (a)-(c) are biddimgs t
higher tier ISPL whenvy = 1, 5 and50, (d)-(f) are biddings to higher tier ISPwhen~y = 1,5 and50.

connecting to other lower tier ISPs with capaaify = 10 and unit pricep;; = 1. Lower tier ISPsl,
2 and3 have different values of happiness weighting coefficieats,= 10, w,; = 15 andws; = 20
for j = 1,2, 3. Higher tier ISP1 provides a link with capacity,;C* = 100 and charges a unit price of
P! = 1.5. Higher tier ISP2 provides a link with capacity.,C?> = 120 and charges the same unit price
of P2 = 1.5. Both higher tier ISPs update the distributions and sendassgto lower tier ISPs every
one second. Then each lower tier ISP computes its own optoaéhg based on the method proposed
in section Ill. Figure 3 shows the biddings of lower tier 1SPhigher tier ISPH and2 throughout the
experiment with different values of. The vertical axis shows the biddings of each lower tier IS8 a
the horizontal axis shows the time. For larger value athe lower tier ISPs have larger concern in the
QoS (congestion cost) of the links. They prefer to pay mordédter transit service and they choose to
send the traffic through the links of the higher tier ISPs, ok the congestion costs are lower. As a
result, the lower tier ISPs give larger biddings. A point tdenis that the utilities of lower tier ISPs are
actually decreasing even they give larger biddings to tghdritier ISPs. The figures also show that the
biddings of the lower tier ISPs converge in only a few intésva

Experiment IV-2 illustrates the case when the network hasffitient bandwidth resource. The set-
tings are the same as that of Experiment V-1 but the happineghting coefficients. We set; = 100,
wy; = 150 andws; = 200 for j = 1,2, 3. Note that the larger values of happiness weighting coefftsi
here means that lower tier ISPs are now having much stroregred to transmit traffic. Thus keeping
the network capacities at the same level leads to an insirffitiandwidth resource supply. Figure 4
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Fig. 4. Experiment IV-2: Biddings of lower tier ISRS2 and3 under insufficient bandwidth scenario, (a)-(c) are bidditmg
higher tier ISPL wheny = 1,5 and50, (d)-(f) are biddings to higher tier ISPwhen~y = 1, 5 and50.

shows the biddings of each lower tier ISP to higher tier ISR#1d 2 throughout the experiment with
different values ofy. The figure shows that the biddings of lower tier ISPs coreengen in insufficient
resource scenario, but it takes more interval to converge the previous experiment. The valueyof
does not change the convergence point of the biddings.

From these experiments, we have the following observatiéinstly, all the biddings of lower tier
ISPs1, 2 and 3 decrease with increasing value of This is due to the larger concern in QoS of the
higher tier ISPs’ links. Secondly, the convergence rateiddlings is faster for larger value af. The

most important observation is that monopolization of resewloes not occur.

V. Profit Maximization for Higher Tier ISPs

For the higher tier ISPs, the most important issue is how tgimize one’s profit. The profit of a
higher tier ISP is the total payments received from its cotedelower tier ISPs. One can express the
profit maximization as:

REPY) = Y PFFPY) = PFY (PR (12)
1€ H 1€ H
The notation:* (P*) represents the bandwidth consumption on higher tieiB{Pa lower tier ISP and it
is a function of the unit pric@* which is decided by the higher tier ISP If the priceP* is set too high,

the lower tier ISPs may switch their traffic to the other higlher ISPs (this is market competition), or to
their private peering links for cheaper transit service.t@nother hand, a lower price attracts lower tier
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ISPs for transit service but setting too low a price causescae@dse in profit. The dependency between
unit price and profit is an interesting and important questar higher tier ISP: how to search for an
optimal price to maximize its revenue?

In this paper, we propose an efficient method to estimate tice.p This method requires a quick
estimation of the aggregate bandwidth consumptid®*) for a fixed unit priceP*. With the estimate
of z¥(P*), one can easily calculate the profit of the higher tier ISBy Eq.(12). Before we present
the optimal price search method, let us first illustrate hdvigher tier ISPk can estimate the aggregate
bandwidth consumption with a fixed unit prig¥. The estimation has the following four assumptions:
Al. All higher tier ISPs apply the ESA proposed in Section 1V ifoehting the bandwidth resource.
The reason is that ESA can avoid monopolization of bandwieburce by some lower tier ISPs.
A2. Every higher tier ISP takes an indiscriminate pricing apploand charges the same unit price to
all connected lower tier ISPs, i.®F = P*forall k € {1,2,...,m} andi € H;, which means they are
competing for the same set of customers.
A3. Every higher tier ISP is providing transit service formallower tier ISPs.
A4. When higher tier ISR: maximizes its profit, it only considers the casez§f> 0 for all i € Hy,

which means all lower tier ISPs transmit data via it.

A. Estimation of aggregate bandwidth consumptionz*:

To estimate the aggregate bandwidth consumption (or bigdliwe introduce a variablé!, which
represents the marginal increase in congestion cost plusgya in transmitting data through higher tier
ISP k,. The purpose of introducing the varial#fe is that one can represent the aggregate biddifigs
in terms oft*. Given a unit priceP*:, to estimate the revend@*: (P*1), one can first estimate the value
of t*1, then estimates the aggregate biddigtsand revenu&*: (P+1).

Under the ESA and at the equilibrium point of the biddingsdwdr tier ISPs, we have

ngCF — Z*

Ch—2F = 2 " foricH,andk € {1,2,...,m}. (13)

3 (3 nk

Substituting Eq.(13) into the necessary conditions in E.&nd byA3, we have

w,-j ’y
L+ yij + Ygeg, 255~ (cij — ij)? !
2 2
W;j YNk, k Wi5 VM, k
— _'_ 7) 17 = — —'— 7) 1, 15
Ly + Sheg, 25 (g, CF1 — 2F1)2 1+ Ygeq 2t (ng,CRr— Zk1)2 (13)
2 2
Wi < My + fpk’z7 Wii < ks + Phz, (16)

L+ yij + Ypeg, 285 — (ng,Ch2 — 2h2)? 14 Yheg 28 = (ng,Ch2 — zk2)2
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Define the variablé*!, which is

ki v ki My k1
" = = )2 +P (g CF1 — 501 )2 + P a7

We can express* in terms oft** as

Z

ki — Ok — nklﬁ . 18

k1 /71%1 — phi ( )
Now, we have three cases to consider: (1) wlal’§n> 0 andy;; > 0 (i.e., there are traffic in all other
links), (2) Whensz > 0 andy;; = 0 (i.e., there are traffic through other higher tier ISPs ardeéilis no

traffic through private peering link), (3) Wheztfij2 = 0 (i.e., there is only one higher tier ISR in the
network). Let us consider the case (1) first. The necessawyittons of Eqg.(14), (15) and (16) become

Wi i
AT P S Y 19)
k#k1€G;
zﬁl = %—1— Z 2 (20)
t k#k1€G;
~
Yij = Cij — Lu (21)
VT = pij
—ko _ ko _ nk2ﬁ
Z% = nyC 7\/@ (22)

Note that the requirement fgf; > 0ist** > p;; and that forz"t2 > 0isth > P2, Substituting Eq.(19),
(20), (21), (22) intoz*r = YieH,, 2j zi; and applyingA3, we have:

— wl wZZ
# o= TRl DA -1 T )

1 _]752 k;ﬁkl k;ﬁkl

ZZZ% ZZl—ZZZz =22

i j k#k i g

=zz%ﬂw&ytzz%

k#ky i i
Wi k al
= - (nC* — S T
h W (23)

= ——-n" - nC* — cij +
th k;l ;JX#:Z ’ k;l v Pk i j;«éz \/t L — Dij
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In here,IV is the sum of happiness weighting coefficients of lower &3 {V = 3", >, wij). Eq.(18)
and (23), we have

nCk + nC* + cii +n? = + i
k’;l XZ:J%:Z j Z Vi Pk ZZ:J; VR — pij
Cyrn? ~ Loz VY (24)

wherep,, = ﬁ > X pij 1S the mean of alb;;s andCy = nC* + Y4y, nCF + 32, 32,2 ¢ij is the
aggregate capacities in the system. When the variance ahihprice of peering link is small, one can
derive the estimate of Eq.(24).

Once a higher tier ISP has the information of the happinesghtiag coefficients, the capacities in
the system, and unit prices of the private links and linkstbko higher tier ISPs, then the higher tier
ISP k; can compute the value of: using Eq.(24) and it can estimate the aggregate biddifigwith
Eq.(18) and its profiR*: (P*1) using Eq.(12).

Consider case (2) wheng, = 0 for j # z'andzfj2 > 0 for ky # kyandj € {1,2,...,n}. The
requirement for Eq.(14) and (16) to hold are:

ki Wiy < T4 k1 k2
= S 5 pij and t > P .
1+ Zkegi zlkj szj

Substituting Eq.(19), (20), (22) intd" = 3", 3, 2 and applyingA3, we have:

RO EPIEIR S B SO IS I
e khy
_ Wiz k Vel
- ZZ th k;;l(nc m) (25)

Equating Eq.(18) and (25), we have

n\/"y wW; i
nCh — — ML — E E J _n?— E nC”® + E
tkl _ ’])kl i tk’l ol Pl . /tk1 _ Pk

an1+Zan+n2 = Kth Z

26
&, A AP .

Once again, higher tier ISB, can compute the value oft with Eq.(26), then apply Eq.(18) to find the
total biddings and Eq.(12) to find its profit.
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For case (3) whetz’“2 = 0 for ky # ky, it is just like the situation where there is only one higher t
ISP k4 in the network providing transit service. So higher tier ISRan apply

W ny/y n(n —1)/7
Chkt + i+ 2 N + + 27
n ; JX#:Z Cij n k1 [tk — Pk’1 /tkl — Day ( )

to estimate**, then use Eq.(18) to find the total biddings and Eq.(12) toifsgrofit.

B. Optimal Pricing Search Method

Let us first give the intuitive idea of our optimal pricing selamethod. When the unit price of a higher
tier ISPk is small, a small increase in the price only reduces the totilings of the lower tier ISPs
Z* slightly. So higher tier ISR should have an increase of profit as the loss in the decrebgiding
is covered by the gain in the increment of unit price. Theease of profit vanishes when the marginal
point is reached.

Our pricing search method has two phases. In phase one, & @bfieasible range of the optimum
unit price with the help of the estimates of aggregate traifection V-A. Phase two aims at reducing

the size of the feasible range obtained in phase one bytinsenethod. The pricing search method is:

Pricing Search Method:
1. Higher tier ISP initiates a step sizeand a threshold.
2. [*Phase 1: */
while (1) {
Higher tier ISP computes four unit prices = o, P, = 2Py, Pz = 2P, andP, = 2P;.
Higher tier ISP computes four revenuRéP; ), R(Pz), R(Ps) andR(P;).
if (R(P3) > R(Py))
break; /* go to phase 2 */
else
oc=20/+* go back to phase 1 */
10. }/* termination of while-loop of phase 1 */
11./* Phase 2: */
12.  while (2){
13. if (P4 —P1 < 6)
14. return P;; break;
15.  elseif(R(P2) < R(Ps3))
16. updaté?l =Py, Py ="P5 andP3 = %.
17.  elseif(R(P2) > R(Ps))
18. updaté?4 Ps3, P3 =Py andPg PH_P’
19. }/* termination of while- Ioop of phase 2 =/

©O~NO AW
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At the beginning, a higher tier ISP chooses a step siaad a threshold. In phase one, the higher
tier ISP finds four unit prices based onsuch thatP, = o, P, = 2P, P3 = 2P, andP, = 2Ps.
Then it estimates the profit at the four pricing levé®P; ), R(P-), R(P3) andR(P,). The condition
R(Ps) > R(P,) means that the feasible rand& , P,] is found and jump to phase two. Otherwise, if
R(P3) < R(Ps), we updater = 20 and go back to phase one again. The stopping criteria is lwased
the assumption that a local optimal price is also the glop&hwal price.

For phase two, the objective is to reduce the feasible rabtgred in phase one to be within the
threshold via the trisection method. We compare the twomeesR (P,) and R(P3). If R(Ps) <
R(P3), the optimum unit price is in betweégR,, P,]. This is again based on the assumption that a local
optimal price is also the global optimal price. So we update= P, andP, = P3; andP; = % If
R(P2) > R(Ps), the optimum unit price is in the rang®,, P;], and we updat®, = Ps, P; = P, and
Py = %. Phase two ends when the size of the raie;- P; < ¢ (the threshold).

In summary, we present a method for a higher tier ISP to quiséérch for the optimal price, in which
it obtains maximum revenue. Note that the optimal pfRéeis computed based on the pricing levels of

other higher tier ISPs.

C. lllustration of Optimal Pricing Policy

To illustrate the correctness and effectiveness of Eq.424)) (26), we carry out two experiments to
demonstrate how a higher tier ISP can find the optimal undeprin Experiment V-1, we consider a
network of two higher tier ISPs and five lower tier ISPs. Eamhdr tier ISP has four private peering
links connecting to other lower tier ISPs with capacity = 10 and unit pricep;; = 1. The lower tier
ISPs have different values of happiness weighting coeffisia;; = 18, wy; = 19, ws; = 20, wy; = 21,
ws; = 22for j € {1,...,5}. Each higher tier ISP is providing transit service for a# thwer tier ISPs.
Higher tier ISP1 provides a link with capacity,C' = 100 andP! = 1.6. Higher tier ISP2 provides a
link with capacityn,C? = 120. Both higher tier ISPs apply the ESA to do resource allocatiéach of
them will send signals to lower tier ISPs and update the mesoallocation every one second. We are
now going to find the optimal price of higher tier ISRP?). Figure 5 shows the revenue of I3Rvith
different values of unit pric®2. The vertical axis shows thectualrevenue andstimatedevenue of ISP
2 while the horizontal axis shows its link unit price. Thetualrevenue is computed at the equilibrium
point when the biddings from the lower tier ISPs convergee @stimatedevenue is computed using
the optimal pricing search method proposed in Section V-@Ba.(24). One can observe that both the
proposed algorithm and equation can accurately find outpkienal unit price is at abouP?* = 1.50.

In Experiment V-2, we want to see if the optimal price is degent of the initial pricing value. The
settings in this experiment are the same as those in Expetrivi:@ but higher tier ISR also searches
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Fig. 5. Experiment V-1: Effectiveness of optimal pricingasegh method. The optimal price is at abaui.
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Fig. 6. Experiment V-2: Convergence of Unit Prices. Themptiprices ard .23 and1.24.

for its optimal price with higher tier ISR. The current decision of the optimal price of one higher tier
ISP depends on the previous announced unit price of the.olligher tier ISP1 has an initial price
P! = 1.6 and higher tier ISP has an initial priceP? = 0.1,1.0 or 3.0. In each period, each higher
tier ISP computes its optimal unit price based on the haggineefficients of lower tier ISPs, aggregate
capacities in the network, average unit price of peeringglias well as the unit price of the other higher
tier ISP. Each higher tier ISP also computes the resouroeaibn for the lower tier ISPs. Figure 6
shows the optimal unit prices of the two higher tier ISPs miyithe experiment. We observed that the
same final optimal price®! = 1.23 andP? = 1.24 are computed, which is independent of the initial
unit price of ISP2.

In summary, we present the procedure for a higher tier ISBtimate the total bandwidth consump-
tion from its customers and also its revenue, with a fixed pridge on its link, and we show that the
estimate and optimal pricing search method are efficientlamdesult is independent of initial values.

Lemma 1. The final converged price vectors computed by the optimaing search method is the
Nash Equilibrium of the pricing game.

Proof: Let P~/ = (P!,...,Pi~L Pitl . Pm) denote the price strategies of all higher tier ISPs ex-

cept ISP;. When higher tier ISR;; searches for its optimal price*', the estimations of;_.;, nC*,
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>i ;i ¢ij andp,, are unchanged, so the solutiong®fof Eq.(24) and (26) are a function &** and
P~k For consistent strategies of other higher tier I$P$:, the optimal priceP*! is unique. There-
fore, the price vectors computed by the optimal pricing geanethod is the Nash Equilibrium of the

price game. |

V1. Performance under Network Scaling

Let us consider the performance of the network when we sgalleainumber of ISPs. When there are
more lower tier ISPs, the demand in transmitting througlnéidier ISPs increases. On the other hand,
the link capacity allocated to each lower tier ISP becomeallem which reduces the QoS guarantee.
One important question for a higher tier ISP is that if it cat guore profit (or increased revenue) by
performing network upgrade? Furthermore, other highet&Es may also upgrade their capacities and
there are more private peering links among the lower tiesISFhese factors make it complicated to
decide whether one should perform network upgrade.

Our investigation is built on the results obtained in Setko Eq.(24) and (26) provide an estimate of
the aggregate bandwidth consumption on the transit seoteaigher tier ISP. If a higher tier ISP knows
some information of the network environment, e.g., estanalf the aggregate happiness coefficients of
its customers, pricing policies and link capacities of tkenng links and other higher tier ISPs, then it
has an opportunity to infer its optimal pricing strategy taximize its revenue. In general, the pricing
policies and capacities of private peering links and othghér tier ISPs are regarded as confidential
information which is difficult to obtain, yet rough estimatef them allow a higher tier ISP to make the
its marketing decision. Another utility of Eq.(24) and (26% to predict how the number of lower tier
ISPs affects the maximum revenue of a higher tier ISP at tisngp pricing. This provides an important
insight as we scale up the network. In the following, we wilhsider under two different situations: 1)
there is no peering link between lower tier ISPs, and 2) laveedSPs set up peering relationships in a

meshed peering manner.

A. Network Scaling without peering links among lower tier ISPs

As lower tier ISPs have only links connecting to higher ti&P$, they must transmit through those
links to communicate with each other. From the analysis ictiSe V, we know that when there is no

peering link, i.ey;; = 0, Eq.(26) holds and it can be approximated as:

nw ny/y OVal
nC* + nC* +n? = + + ——
,g,; th gk — PR ,g,; Vi — PF




21

whereinw is the average happiness coefficient of all lower tier ISRge dondition for Eq.(26) to hold
arePk < th < % + p;; for all ¢, 5. This condition represents when there is no private pedinkdi.e.,

¢;; = 0), or the congestion cost plus payment to transmit data inrepénk is too expensive. Applying
the optimal pricing search method in Section V-B, the maxmmevenue of higher tier ISP, can be
calculated under different valuesiafandn. Figure 7 illustrates the maximum revenue of higher tier ISP
k, against the number of lower tier ISRsfor different numbers of higher tier ISPs in the network.

In this figure, all then higher tier ISPs do not perform network upgrade even wher thie increasing

number of lower tier ISPs joining the network. So we ke€p = 100 for all k € {1,2,...,m}.

Maximum Revenue of Higher Tier ISP k,
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Fig. 7. Experiment VI-A-1 (without peering links): Highaet ISP k,’s revenue against number of lower tier ISPs, with

different number of higher tier ISPs in the network. All tieklcapacities of higher tier ISPs are kept constagt: = 100

for all k, andw = 10.

Some important observations can be made. First, for a plativalue ofm, one can determine a
unique number of lower tier ISPs* that maximizes the revenue of higher tier ISP Further increase
of lower tier ISPs will only decrease the I$Ps revenue. The justification is because the link bandwidth
capacity of ISPk, allocated to each lower tier ISP is decreasing, which leads increasing congestion
cost and so a decrease in the traffic demand. Also, when theetuwh higher tier ISPsng) increases,
it needs more lower tier ISPg) for higher tier ISPk, to obtain its maximum revenue. This is because
the more lower tier ISPs increases the traffic demand in theank. Another observation is that more
higher tier ISPs exist in the network reduces the revenugpt|.

Figure 8 illustrates Experiment VI-A-2 when the higher ti8P k,’s link capacity increases propor-
tionally to the number of lower tier ISPs in the network. Heghier ISPk, has a total capacity ofC*:
whereC* = 100 is a constant. The other higher tier ISPs have link unit pféée= 1.2 and do not
perform network upgrade and have fixed capacities,[#i@®. = 100 for k # k,. Figure 8(a) illustrates
the maximum revenue of higher tier I3Pas a function of the number of lower tier ISPs, with different
number of higher tier ISPs in the network. The figure showsheen higher tier ISR:; upgrades its
link capacity, no matter how many other higher tier ISPsiagan always achieve an increasing revenue
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asn increases, which is a contrast to the fixed-capacity cas¢hémnore, the revenue is able to increase

faster tham does. Figure 8(b) shows the relationship between highel3Rk,’s maximal revenue per
bandwidth(z¥1 P*1* /nCk1) and the number of lower tier ISPs, with different number gftter tier ISPs.

It shows that higher tier ISR;’s maximal revenue per bandwidth keeps increasing gsows, which

implies that the higher tier ISP, can benefit from upgrading its network.
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Fig. 8. Experiment VI-A-2 (without peering links): highéett ISPk, ’s revenue when the capacity of its link grows propor-

tionally: (a) ISPk;’s maximum revenue v.s, (b) ISPE;’s maximal revenue per bandwidth vis.

Lastly, we consider when all higher tier ISPs perform nekugograde. In Experiment VI-A-3, the

link capacities of all higher tier ISPs are increasing prtipaal to the number of lower tier ISPs in the

network. Thus every higher tier ISPhas a total capacity ofC* whereC* = 100 is a constant. Figure

9(a) illustrates higher tier ISR;’s maximum revenue as a function of the number of lower ti€?sS

with different number of higher tier ISPs in the network. Tigeire shows if higher tier ISR; upgrades

its link capacity as other higher tier ISPs do, it can alwagfsieve an increasing revenuerasicreases,

and this result is independent on the number of higher tiesli® the network. Figure 9(b) shows the

relationship between higher tier 1ISP’s maximal revenue per bandwidth and the network sizeith

different values oin. Although the increasing rate of maximal revenue per badthwhecomes slower

whenm is larger, the marginal profit of higher tier ISP still does not decrease as more lower tier ISPs

are joining the network, which implies that the higher ti®PFk; can benefit from upgrading its network.

B. Network scaling with private peering links among lower tier ISPs

Since there are private peering links, traffic can go thrabgipeering link if the peering link provides

a certain level of QoS and the price in transmitting is nohhyith the existence of private peering links,

we investigate whether there is any incentive for highen8€s to perform network upgrade. In Section

V, we showed that Eqg.(24) holdsgf;, > 0. The conditions fow;; > 0 holds aret* > g} + p;; and
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Fig. 9. Experiment VI-A-3 (without peering links): highdett ISP k;’s revenue when the link capacities of all higher tier

ISPs grow proportionally: (a) ISP,’'s maximum revenue v.%, (b) ISPk;’'s maximal revenue per bandwidth vis.

wij >ty > Pk1+(c’fj)2. By solving Eq.(24), one can calculate the higher tierA$®maximum revenue

for different values of» andm. When a higher tier ISR upgrades its link bandwidth proportional to
the number of lower tier ISPs, its link capacity isnC* whereC* = 100 is constant. When it does not
perform upgrade, its link capacityC* = 100 is constant. We perform the analysis under the settings
m = 10 andP* = 0.8 for all k # k1, w;; = 10 for all ¢, 5 andp;; = 1,¢;; = 10 for all lower tier ISPs

j # i. Figure 10 illustrates how the number of lower tier ISPs@ffehe maximum revenue of higher
tier ISPk,. The y-axis shows the maximal revenue per bandwidth of migeelSPk; when there is no
higher tier ISP upgrades link capacity, or when only higler ISP k; upgrades link capacity, or when
all m higher tier ISPs do network upgrade. The horizontal axisvshthe number of lower tier ISPs in

the network.
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\ No ISP upgrades ——

Only ISP k1 upgrades - - -
08}t All ISPs upgrade —-—
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o
|
|
I

50
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Fig. 10. Experiment VI-B (with peering links): higher tieBP k,’s maximal revenue per bandwidth againstinder three
situations: (a) no higher tier ISP upgrades, (b) only higleeSPk; upgrades, (c) all higher tier ISPs upgrade.

When the private peering links are introduced, if no higharISP upgrades link capacity, increasing
number of lower tier ISPs will lead to the decrease of revesfual higher tier ISPs. This is caused by
the increasing congestion cost in transmitting traffic tigto the higher tier ISP as link capacity shared
becomes less. So lower tier ISPs opt to transmit througin ¢t peering links. If only higher tier ISP
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k, upgrades link capacity, the lower tier ISPs still do not srait traffic through the other higher tier
ISPs due to the large congestion cost. However, they willl $eaffic through higher tier ISR, as the
congestion cost is small. So there is an increase in the nadx@venue per bandwidth when more lower
tier ISPs join the network. Lastly, when all higher tier ISRsform network upgrade, the maximum
revenue of higher tier ISR, can still increase and the rate of maximal revenue per baitdwlioes not
drop. For all scenarios, when compared to the case witharimgelinks, the revenue increasing rate
becomes much slower. This is due to the fact that lower ti®ssIBave set up peering links to form
a mesh-network. It is the competition that brings down thegmal profits of higher tier ISPs. It is
worthwhile to mention that in practice, it may be difficult,@/en impossible, for all lower tier ISPs to
form a fully meshed network among themselves. This may betaltlee geographical constraint that
some of them are located very far apart, or may be due to tla¢degulations. Thus there are still great
opportunities for higher tier ISPs to gain by upgrading teewvork infrastructures.

VIl. Related Work

Let us present a brief review of some related work. In [4]hatd study a cost model for peers
in deciding whether to join a P2P network. There are some warkhe game-theoretic study of ISP
traffic[26] and overlay traffic interaction and sevice diffetiation[8], [13] In [11], [14], [15], [17], [22],
[23], authors propose models on Internet pricing, but tleeyi$ on customer pricing strategy and issues
to provide differentiated service. Our work focused on timeractions between the higher tier and
lower tier ISPs. In [21], authors consider a network of laaradl transit ISPs and show that positive profit
is achieved using threat strategies. Our work provide a atetlogy to obtain the optimal pricing for
higher tier ISP charging the local ISPs.

In [1], authors provide a novel model and the work is a pioimggawork of studying ISP’s interaction.
The model is for two-layers and shows the price for the ndtw@maximize its revenue. The work also
shows the revenue per unit bandwidth increases and overédirmance of each user improves when the
number of users increases. In [12], authors investigatestees of revenue maximization and network
scalability of ISP, where there is onbnehigher tier ISP. The work also show the rationale for an ISP to
perform network upgrade. Our model can be regarded as aajiza¢ion to the above models in which
multiple higher tier ISPs present to allow competition, geering links are allowed for geographically
close ISPs to provide alternative transit service.

VIIl. Conclusion

In this work, we investigate in the interactions between tayeers of ISPs. The lower tier ISPs can
transmit traffic to other lower tier ISPs and they want to abthe maximum utilities while minimizing

the congestion cost and payment. The higher tier ISPs, waatttact more customers (or lower tier
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ISPs) and maximize their revenue or profit. However, theynoaprice the service at will since there
is competition among the higher tier ISPs. The higher ti€ésli@lso need to determine the appropriate
amount of bandwidth allocation to their customers so as tidamonopoly by few customers. In this
paper, we show how the lower tier ISPs can determine the pppte traffic transmission and routing so
as to maximize their utility. We also present a distributiggathm for higher tier ISPs to allocate band-
width resource such that resource monopoly can be avoidedsiéiv the methodology for higher tier
ISPs to compute their optimal prices where their maximunemeres are reached. Finally, we demon-
strate through experiments that a higher tier ISP can olatd@émger revenue in all circumstances if it
performs network upgrade, especially when we scale up thveonie The above models are particularly
interesting since one can use them to understand the econmpact as well as the behavior as the
Internet grows.

Though this work provides some answers for the currenthetethere is room for future work. In
our work, the higher tier ISP issues a single price and pes/iiie same quality of service to all lower
tier ISPs. To accommodate the situation that lower tier I&#sng different demands in the quality of
transit service, higher tier ISPs should provide diffelaet] service according to the different demands.
One way to provide differentiated service is to have mudtgervice classes, where customers in higher
class have premium service than the customers in lower.cBesides allocating resource to different
customers, higher tier ISPs will need to find an efficient athm to allocate its resource to different
classes, as well as finding the optimal price in each class.

Moreover, the Internet is consisting of more than two tier$S#s. A network model which can
accommodate more tiers of ISPs is a better and a more accapagsentation of the Internet. However,
the model and the interaction between the ISPs becomes madh complicated. For example, the
change in unit price of tier 1 ISP may be extended to tier 3 1&Rs work provides a basic investigation
for the above complicated problems. ISP can apply our madsgtiudy various issues and narrow down
the design space.
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