
Location Updates and Probabilistic Tracking Algorithms for Mobile
Cellular Networks�

John C.S. Luiy, Cedric C.F. Fong
Department of Computer Science & Engineering
The Chinese University of Hong Kong, Hong Kong

email: fcslui,c�ongg@cse.cuhk.edu.hk

H.W. Chan
Department of Computer Science
Hong Kong University, Hong Kong

email: hwchan@csis.hku.hk

Abstract

In this work, we develop a novel mathematical model
to analyze di�erent location update protocols for mobile
cellular network. Our model can capture many impor-
tant features of user movements, such as geographically
dependent movement, directional movement and non-
exponential distribution of cell dwell times. We propose
to use the transient method to predict the location of a
mobile user. This method is e�cient and, more im-
portantly, able to address the temporal change in the
current location of a mobile user. Therefore, the accu-
racy of the prediction of the location of a user can be
enhanced. We also propose a new location update pro-
tocol which can attain a lower tracking cost and also
adapt to di�erent mobility patterns. Transient perfor-
mance analysis is also carried out and the results are
compared with other protocols.

1 Introduction

In this work, we consider the mobile terminal track-
ing problem, which is a mechanism used in the cellular
network so as to enable the personal communication
network (PCN) to locate a disconnected mobile com-
puter and re-establish a connection with it. The mo-
bile terminal tracking problem has been studied exten-
sively [4, 3, 5, 9, 10, 1] with the target at minimizing
the consumption of system resources, especially com-
munication overhead. This is important because the
limited system resources are shared by a large num-
ber of mobile computers. An e�ective utilization of
these resources can increase the system capacity and
also enhance performance.

If a mobile computer moves from one registration
area to another, it will send a location update message
to the base station in the cell in the new registration
area. The static part of the PCN (wired network) will
then update the records about the location of that mo-
bile computer. Therefore, a location update consumes
wireless communication bandwidth, database update
overhead and the system signaling cost inside the wired
network.

The con�guration and protocol used in the GSM
or IS-41 standards, however, provides potential perfor-
mance problems. Whenever a mobile computer moves
from one registration area to another, an update mes-
sage will be sent. As a result, if a computer moves
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around the boundary between two adjacent registra-
tion areas, unnecessary overhead is incurred. In order
to alleviate this problem, other dynamic approaches to
assign the registration area are proposed [1, 4, 9, 13].
Rather than �xing the boundaries of the registration
areas, one alternative is to draw a new registration area
for each update such that the reporting cell will be the
center of the new area. This registration area can be
speci�ed in terms of a number of rings of cells around
the last reporting cell. When a mobile computer leaves
its registration area, it means that it has left its last
reporting location for a certain distance. Then, an up-
date message has to be sent. It is called the distance-
based protocol [1, 9]. Apart from the distance-based
protocol, another protocol, called the time-based pro-
tocol, is also proposed in [4, 10]. In this protocol, a
speci�c time limit is set. If a mobile computer has not
sent any location update for this time limit, it will send
an update message to the wired system.

In the above various update protocols, the mobile
computer does not need to send update messages for
every change in its cell location. As a result, the wired
system does not know the exact location of the com-
puter. Whenever the wired system tries to establish
a communication channel with the computer, it has to
�nd out where the computer currently is. This involves
a paging process [2, 5, 14, 11] in which the base stations
send polling messages to the cells in the network and
wait for the reply of the target computer. This process
all induces system overhead in both system signal and
wireless bandwidth consumption. If the wired network
knows the exact location of a mobile computer, the
paging cost can be reduced to a minimum by polling
only the cell in which the computer is situated. On
the other extreme case, if the wired network does not
have any information about the location of the mobile
computer, cells all over the wireless network have to be
polled. This costs the maximum system overhead.

Therefore, another goal of the location update pro-
tocol is to maintain the location information (though
imprecise) of the mobile computers, so that the paging
cost can be lowered. Furthermore, the more accurate
the location information is, the lower the paging cost
can be attained. On the other hand, extra costs are
required for the mobile computers to send location up-
date messages more frequently so that those informa-
tion can be more up-to-date.

In [1, 4, 9, 10], the authors have done mathematical
analyses to show the performance of the tracking pro-
tocols in balancing these tradeo�s. In [1, 4], however,



they assume that the user has a uniform movement
pattern, i.e. the user moves from one cell to one of
the neighboring cells with even probability and at the
same movement rate. Moreover, they use steady state
analysis to quantify the performance of their proto-
col, which is only valid for their simpli�ed movement
model. These assumptions may not be general enough
to incorporate realistic situations. A user usually has
a unique, non-symmetric movement pattern over the
cellular network. In addition, the cost of paging de-
pends on the actual movement of the mobile user. As
a result, steady state analyses may not be appropriate.

One contribution of this paper is to develop a math-
ematical framework that enables us to model general
user movement patterns inside the cellular network.
This model is more general than the one proposed
in [1, 4] because it allows non-uniform movement of
a mobile terminal inside the cellular network. This
is much more realistic as under practical cases where
users have general habitual movement patterns. More-
over, we can also incorporate other movement infor-
mation, such as directional movement, so that the pre-
diction accuracy can be enhanced. Also, we do not
restrict that the distribution of cell dwell time of a
mobile computer be exponential. Another important
advantage of this model is to provide a uni�ed frame-
work to compare the performance of di�erent tracking
protocols. Under this framework, we can also analyze
the impacts of di�erent movement patterns to the pro-
tocols. Last but not the least, we have proposed a
new protocol, the reverse-guessing protocol. This pro-
tocol uses an heuristic based on the prediction result
obtained in our proposed method. We �nd that our
method outperforms the time-based and the distance-
based methods. The main advantage of this protocol
is that our reverse-guessing protocol is more adaptive
in choosing the right time for the mobile computer to
send an update message under general movement pat-
terns.

This paper is organized as follows. In Section 2,
we present our mathematical model for the prediction
of the current location of a mobile computer. The
evaluation method will also be presented. Next, in
Section 3, we present the time-based update and the
distance-based protocols. Also, we will illustrate using
the transient analysis to evaluate the protocol. In Sec-
tion 3.3, we propose our new update protocol and the
rationale behind it. Lastly, in Section 4, we carry out
experiments and show the e�ectiveness of our proto-
col method as compared to the existing methods and
proposals.

2 Movement & Location Prediction

In this section, we present a novel movement model
for a mobile computer inside a cellular network. To be-
gin with, we develop a movement model that can model
geographically dependent movement patterns that are
more realistic in real situations. A method to predict
the probable locations of a mobile computer is then
presented. Afterwards, we extend our model to capture
more important movement parameters such as direc-
tional movement and non-exponential distribution of
cell dwell times. Lastly, we introduce the approxima-
tion method to enhance the e�ciency of the prediction

method.

2.1 Movement Model

In general, the movement pattern of a mobile com-
puter is independent of others. So, henceforth, we con-
sider only the movement of a single mobile computer
inside the network. In our model, there is a cellular
network that is composed of a collection C of N cells,
which are labeled c1; c2; : : : ; cN respectively. The cells
are closely packed in an orderly hexagonal fashion.

We model the mobility of the computer by an N�N
mobility matrix Q = [qij ] where qij is the rate at which
the mobile computer moves from ci to cj and qii =
�
P

j:j 6=i qij for all i.

It is worth noting that we specify the values of qii
in such a way that the sum of each row in the ma-
trix becomes zero. Using this formulation, the mobility
matrix Q can be employed as a transition rate matrix
which governs a continuous time Markov process rep-
resenting the movement of a mobile computer. Let this
process be Xm = fXm(t) : t � 0g whose state space
consists of all possible cell locations c1; c2; : : : ; cN of the
cellular network. The subscript m means that the last
location update took place at cell cm, i.e. Xm(0) = cm;
and t is the time elapsed from the last location update.

2.2 Location Prediction

At the time of every location update, the wired net-
work will know the exact location of the mobile com-
puter. As a result, the Markov process should be
restarted to reect the addition of location informa-
tion. However, in the period between two successive
location updates, the mobile computer can move across
cells inside the network when they are disconnected
from the network. Therefore, the wired network will
not know the exact location of the mobile computer
during the period. In order to minimize the paging
cost, the wired system has to predict the probable cell
locations that the mobile computer can be situated in.

There are many research works on minimizing the
cost of paging by employing the location probabili-
ties [11, 2, 14]|a vector of probabilities in which ele-
ment i represents the probability that the mobile com-
puter is situated in cell ci. In their analyses, however,
they do not address any method to obtain the location
probability. Here, we devise a method to evaluate this
probability vector under the model we have described.

Instead of deriving the steady state location proba-
bilities, we derive the transient location probabilities,
i.e. the probabilities vary with the time since the last
location update. It is more accurate if the time at
which an incoming call to the mobile computer is short.
For an extreme case, if a call arrives just after the mo-
bile computer sends the location update, it is likely
that the mobile computer is still inside the last report-
ing cell. By using the transient method to obtain the
location probabilities, we can account for these cases.
Lastly, note that if the time for an incoming call is
long, the probabilities will approach the steady state
ones.

Let the transient location probability vector of the
Markov process Xm be �m(t) =<�1jm(t); �2jm(t), : : :,



�Njm(t)>, where �ijm(t) is the probability that the
computer is located at cell ci at time t since the last
report of location at cell cm. Note that the initial prob-
ability vector �m(0) is a unit vector where

�ijm(0) =
n

0 8i 6= m
1 otherwise (1)

Here, we use the uniformization method [6, 7] to �nd
the location probabilities of the mobile computer at
a particular time. This method is well-known for its
e�ciency and numerical stability. In our case, we
now have a continuous time Markov process Xm which
is governed by the initial location probability vector
�m(0) and transition rate matrix Q. By uniformiza-
tion, Xm can be transformed into a discrete time
Markov chain with the same state space C. The transi-
tion events of this discretized chain are governed by a
Poisson process with rate � = maxf�qii : 1 � i � Ng.
The step transition matrix for this Markov chain can
be computed as P = I+Q=�. By conditioning on the
number of transitions over the time interval (0; t), we
can establish the following equation for the transient
location probability vector:

�m(t) =

1X
n=0

e��t
(�t)n

n!
pm(n) where (2)

pm(n) =

�
pm(n�1)P for n = 1; 2; : : :
�m(0) for n = 0

(3)

is the probability vector for the discrete Markov chain
after n transitions. The i-th element pijm(n) in the
vector pm(n) is the probability that the mobile com-
puter is located at cell ci after n transitions since its
last report of location at cell cm.

Lastly, we de�ne � =<�1; �2; : : : ; �N > to be the
steady location probability vector of the mobile com-
puter in the network, where �m represents the steady
probability that the mobile computer is at cell cm. This
probability vector, which is the solution to the equation
� = �P , can be found by standard iterative methods
[12].

2.3 Directional Movement and Non-
Exponential Cell Dwell Time

In this section, we try to include in our model the
directional movement and non-exponential cell dwell
time property. This is done by splitting up the \cell
states" of the continuous-time Markov chain of the
movement model.

In order to include the information of directional
movement into the Markov model, we split a cell state
ci into several component states: <ci; d1>, <ci; d2>,
: : :, where the second component dj in the component
state <ci; dj> represents the moving direction of the
mobile user. The probabilities of the states derived will
no longer correspond to the location probabilities. In-
stead, each state probability �i;dj jm(t) corresponds to
the (location, direction) pair. To obtain the location
probability for a particular cell ci, we need to take the
summation of the location for all possible directions of

movement, i.e. �ijm(t) =
PNd

j=1 �i;dj jm(t). The exten-
sion to accommodate a more general distribution of cell
dwell times can be achieved using a similar technique.

3 Performance Analysis

As we have argued in the previous section and in
[8], it is more accurate to derive the transient loca-
tion probability vector of mobile computer. We �rst
present the analysis for the time-based protocol, then
the distance-based protocol and lastly, the reverse-
guess protocol.

3.1 Time-Based Protocol

In the time-based protocol, a time limit T is speci-
�ed a priori for limiting the period length. If the pe-
riod lasts for this time limit without any paging event,
the mobile computer will send an update message to
the wired network. On the other hand, if there is an
incoming call arriving at the wired network before the
time limit, the network subsystem will page for the
mobile computer. When the mobile computer receives
this paging signal, it will reply the subsystem, and a
communication session will be started. This period
ends with a paging cost.

Note that if the mobile computer moves at a higher
rate, the expected distance traveled by the mobile com-
puter between two subsequent location updates will
be larger. Consequently, we may need to readjust the
value of the time limit to a smaller value. In general,
a mobile computer may have a non-uniform movement
pattern. Consequently, we need to have a separate op-
timal value for the mobile computer at each of the cell
in the network. More importantly, as the movement
pattern of the mobile computer changes over time, the
system has to re-compute all the optimal values. This
increases the maintenance cost vastly.

In our derivation of the cost rate, we consider a sin-
gle time period that begins with a location update and
ends with either another location update or paging.
We will �rst derive the expected tracking cost of the
period and then the expected length duration. The ex-
pected cost rate is then the ratio of the expected cost
and the period length.

If the time period terminates with a location up-
date, i.e. the mobile computer sends an update mes-
sage to the base station, then an update cost of U is
incurred. This period will also end at time T , which is
the time limit for the time-based protocol. In another
case, if there is a call arrives at time t (0 < t � T ) in
the period, the static network will page for the mobile
computer. If the mobile computer remains inside the
location area, the cost of polling is KC, where C is the
overhead for polling a single cell, K = 3(d + 1)d + 1
where cells are less than or equal to d apart from the
reporting cell. However, if the computer is outside the
location area, the overall cost of polling for the com-
puter is NC. Let rm =<rijm : i = 1; 2; : : : ; N > be
a column vector such that rijm = 1 if cell ci is at a
distance less than or equal to d from cm, and rijm = 0
otherwise. Using the location probabilities derived pre-
viously, the probability of the mobile computer staying
inside the area is �m(t)rm and that of outside the area



is 1 � �m(t)rm. Therefore the polling cost when an
incoming call arrives at time t is

KC[�m(t)rm] +NC[1� �m(t)rm] =

NC � (N�K)C�m(t)rm (4)

Assume that the arrivals of the incoming calls form
a Poisson process with parameter �. The probability
distribution function of the time for the call arrival is
P (t) = 1 � e��t. Subsequently, the probability that
the time period terminates with an incoming call is
given by 1�e��T , while the probability that the period
terminates with the delivery of an update message by
the mobile computer is e��T , where T is the time limit
for the time-based protocol. Unconditioning update
and paging cases, we have the expected cost of tracking
the mobile computer for one single period:

CT
m(T ) = Ue��T +

NC � (N�K)C�m(t)rmg�e
��t dt (5)

Substitute Equation (3) into the above formula and
then rearrange the expression (refer to [8] for exact
derivation), we now have

CT
m(T ) = Ue��T +NC(1� e��T )� (N�K)

C�T
1X
n=0

e�(�+�)T
[(� + �)T ]n

n!
f(n)(6)

where f(n) can be evaluated recursively as

f(n+ 1)=
n+ 1

n+ 2
f(n) +

�
�

�+ �

�n+1
pm(n+ 1)rm

n+ 2
(7)

f(0)=pm(0)rm (8)

For the duration of the time period, if the period ends
with a location update, the period should be T . Other-
wise, if the period ends with an arriving call, the length
t of the period can be de�ned by the probability den-
sity function p(t) = �e��t. Therefore, the distribution
of the duration of the time period is exponential trun-
cated at T with rate �; and the expected duration of
the period is given by

DT
m(T ) =

Z T

0

t�e��tdt+ Te��T =
1� e��T

�
(9)

Note that both the expected cost and the expected
duration of each time period are conditioned on the
last reporting cell location, cm, of the mobile computer.
By removing this condition, we have the expected cost
rate for this time based protocol with parameter T as
the following:

ET (T ) =

PN

m=1C
T
m(T )�mPN

m=1D
T
m(T )�m

(10)

In this protocol, we want to �nd an optimal parame-
ter T � such that the average expected cost ET (T

�) is
minimized. However, in our mobility model, we allow

a non-uniform computer movement pattern over the
cellular network. Instead of �nding a single optimal
value of the time limit for this protocol, it would be
theoretically better to �nd an optimal vector of time
limits T� =<T �i : 1 � i � N> such that each element
T �i represents the optimal value when the mobile com-
puter is in cell ci, i.e. C

T
i (T

�
i )=D

T
i (T

�
i ) is minimum for

all 1 � i � N . These values can be found for each cell
separately because they are independent of each other.

3.2 Distance-Based Protocol

In this protocol, the mobile computer will always
listen to the broadcast channel from the base station
to locate itself inside the cellular network, even though
when there may not be a communication channel be-
tween them. A distance limit is de�ned in this pro-
tocol. When the mobile computer detects that it has
gone farther away from the last reporting location than
the distance limit, it will send a location update mes-
sage. When an incoming call arrives, the wired system
will page over the cellular network. On the other hand,
we can see that in this protocol, the mobile computer
will de�nitely be inside the registration area since if it
were not, an update noti�cation will be sent. There-
fore, it is not necessary for the wired system to page
outside the location area. In this regard, the paging
cost can be lowered. Note that if the distance limit is
set to zero, this protocol will become the always-update
protocol.

We model the time for the location update as the
�rst passage time for the Markov process to change
some states (cells within the distance bound) to some
other states (cell out of the distance bound). The dis-
tribution of the time is a phase distribution [8], of which
we denote the probability density function as fm(t).
By deriving the expression for fm(t), we can get the
expression for the expected cost for a location update
period, CD

m(d), given that the last location update is
at cell cm. The expression is as shown in the following:

CD
m(d)=

Z 1

0

Ufm(t)e
��tdt+

Z 1

0

KC�e��t[1�Fm(t)]dt (11)

where Fm(t) is the probability distribution function for
fm(t). Using similar argument, we can also derive the
expected length, DD

m(d), of the period given that that
the last reporting cell is cm. The expression is

DD
m(d)=

Z 1

0

tfm(t)e
��tdt+

Z 1

0

t�e��t[1�Fm(t)]dt (12)

The remaining question is how to obtain the phase dis-
tribution function fm(t). Due to the lack of space, we
refer the reader to [8] for detail derivation.

In this protocol, we are able to �nd the optimal value
d� such that the average expected cost ED(d

�) is min-
imized. Again, because our movement model allows a
non-uniform movement pattern of a mobile computer
inside the network, it is advantageous to evaluate an
optimal vector d� =<d�i : 1 � i � N> where each
element d�i represents the optimal distance value for
the cell ci. Since the values for each element in the
vector is independent, we can derive the optimal value
for each cell separately.



3.3 The Reverse-Guessing Protocol

Here, we propose a new algorithm, the reverse-
guessing algorithm, that accounts for the paging cost
and the update cost in a more direct manner. In this
protocol, we assume that the mobile computer will also
have the statistics about its movement patterns. It will
also use the same prediction method as the wired net-
work system so that it can know what the wired sys-
tem predict on its current location. The protocol op-
erates as the following. At certain time intervals, the
computer evaluates its location probability in the same
way as the wired network (as presented in Section 2).
Then we rearrange cells such that the location proba-
bilities are in decreasing order of magnitudes. The mo-
bile computer then looks up the position of its current
cell in the probability sequence. We de�ne the position
as the rank. If the rank is greater than a prede�ned
limit for the protocol, then an update message will be
sent. For detail description of the protocol, please refer
to [8].

The main reason to choose the rank as the heuris-
tic is very intuitive. In the analysis of paging algo-
rithms, like [11], we can see that the cost of paging is
directly related to the rank of the mobile computer's
current cell in the location probability sequence. In
other words, if the value of the rank is larger, the ac-
tual paging cost will be higher. Therefore, we can use
the rank as a more direct estimate of the paging cost.
Another important point is that there are many ad-
vantages for this protocol. First of all, it is an online
protocol. The mobile computer will keep track of its
current location and use this information to obtain a
more precise estimate of the paging cost. Moreover, the
value of the heuristic (rank) for our reverse-guessing
protocol is insensitive to di�erent mobility patterns.
This results in a more adaptive optimization as com-
pared to the time-based and the distance-based proto-
cols. Lastly, the protocol involves only the calculation
of the location probability, which is e�cient enough to
be implemented inside a mobile computer. Moreover,
we can lower the complexity of the prediction at the
mobile computer by the reducing the problem size.

Let us carry out the performance analysis of this
protocol. Mathematically, we have the cost evaluation
functions for the expected cost and duration of the
reverse-guessing protocol, as the ones for the distance-
based protocol (Equations (11) and (12)):

C
R
m(R) =

Z 1

0

Ugm(t)e
��t

dt+

Z 1

0

fNC�(N�K)C�m(t)rmg

�e
��t[1�Gm(t)]dt (13)

D
R
m(R) =

Z 1

0

tgm(t)e
��t

dt+

Z 1

0

t�e
��t[1�Gm(t)]dt: (14)

where gm(t) is the probability density function for
the time until a location update is sent by the mo-
bile computer and Gm(t) is the probability distribu-
tion function. In each equation, the �rst term corre-
sponds to the case that a location update message is
sent by the mobile computer; while the second term
represents the case that an incoming call arrives be-
fore the delivery of the location update message. The
term fNC� (N�K)C�m(t)rmg is the expected paging

cost at time t and is the same as that in the time-based
protocol (Equation (4)).

Let us also de�ne that the threshold value of the
reverse-guessing protocol be R. The distribution func-
tion is then de�ned as

Gm(t) =
NX

i=R+1

�Pijm(t) (15)

In [8], we derive the computation procedure of comput-
ing tight upper and lower bounds of the expected val-
ues. The upper bound of the cost rate for the reverse-
guessing protocol can be obtained by

max[ER(R)] =

PN

m=1max[CR
m(R)]�mPN

m=1min[DR
m(R)]�m

(16)

and the lower bound is

min[ER(R)] =

PN

m=1min[CR
m(R)]�mPN

m=1max[DR
m(R)]�m

(17)

One advantage of this protocol over the time-based
and the distance-based protocols is that the optimized
value of G does not change for each starting cell cm.
This can be seen in the experiment in the next sec-
tion. It is because, in this protocol, we try to relate the
location update event at the mobile computer to the
accuracy of the prediction of the wired system. This
accuracy has little dependency on the movement pat-
terns of the mobile computer. As a result, the protocol
is more adaptive to changes in the movement pattern
of the mobile computer.

4 Experiment

In this section, we carry out the experiment and
compare the performance results of the time-based pro-
tocol, the distance-based protocol and the proposed
reverse guessing protocol. This experiment is divided
into four cases, each of them di�ers from each other
by the mobility pattern. In the �rst case|the uni-
form mobility|the mobility of the mobile computer is
uniform and symmetric across the whole cellular net-
work. This case occurs when the mobile user is inside
a prosperous area of a city, where probably random
walk is the most realistic model. In the second case|
the random mobility|the move rate of the computer
from one cell to another cell is generated randomly
from uniform distribution. In the third, or the zone
case, the computer has a tendency to stay inside a ge-
ographical area. In the last case, the circle case, the
computer moves along a circular path. Many common
user movement patterns can be generated by super-
imposing the di�erent movement patterns mentioned
above.

In all these cases, we carried out �ve protocols. The
�rst one corresponds to the case that the mobile com-
puter will not send any update message. The second
one corresponds to the case that the computer sends
an update whenever it enters a di�erent cell. The



Protocol Uniform Random Zone Circle
No Update 24.6926 15.2988 7.8195 3.09715
Always Update 100.679 100.683 100.677 100.681
Time-Based 18.9124(9) 12.1886(13) 7.6240(18) 3.09715(1)
Distance-Based 23.1667(8) 15.9603(8) 7.6983(11) 3.03874(11)
Reverse-Guessing 13.4576(30) 9.13518(30) 5.79265(30) 3.02828(30)

Table 1: Expected Cost for various protocols under di�erent mobility patterns

last three protocols are time-based, distance-based and
reverse-guessing protocols respectively.

The con�guration is a network composed of 721
cells. The only di�erence is the assignment of the move
rates from one cell to another cell, which are now geo-
graphically dependent according to the di�erent cases
mentioned above. For a fair comparison, however, we
have normalized the move rates in such a way that
the maximum move rate is set to be once per unit
time. The performance results for the experiment is
tabulated above. In this table the minimum costs for
di�erent protocols under di�erent movement patterns
are recorded. Also, the optimal parameter values (i.e.
time period limit for the time-based protocol, the dis-
tance limit for the distance-based protocol, and the
threshold for the rank in the reverse-guessing protocol)
are recorded inside the brackets. >From this result, we
can see that the performance results of di�erent proto-
col vary under di�erent movement patterns. Moreover,
the optimal parameter settings for the time-based and
the distance-based protocol also change with di�erent
movement patterns. The most important of all, how-
ever, is that the performance of the reverse-guessing
protocol is always the best among all �ve protocols.

5 Conclusion

Mobile terminal tracking is an essential mechanism
for the personal communication network to locate a
disconnected mobile computer so as to re-establish a
connection to the computer. There are many proto-
cols proposed with the target at balancing the update
cost with the paging cost, such as the time-based pro-
tocol and the distance-based protocol. To test the
performance of these protocols, researchers have de-
vised some mathematical models to evaluate the sys-
tem costs. However, their models may not be capable
of capturing real life characteristics of user movement
that are important in the performance evaluation. To
cope with these de�ciencies, we have proposed a novel,
more general mathematical framework to include those
important properties. In addition to these analyses,
we have also taken advantage of the prediction result
to devise the reverse-guessing protocol. This proto-
col can obtain an optimal paging process. In general,
the reverse-guessing protocol uses a better heuristic to
help the mobile computer determine when to send an
update message. This protocol can result in a lower
system cost for mobile terminal tracking.
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