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Abstract

Quality of service (QoS) in streaming of continuous me-
dia over the Internet is poor, which is partly due to vari-
ations in delays, bandwidth limitations, and packet losses.
Although continuous media applications can tolerate some
missing data, non-recoverable information loss degrades
these applications’ QoS. Consequently, a number of appli-
cation areas have backed away from streaming of their con-
tent over the Internet. Inability to control the resulting vi-
sual and auditory quality of the streamed presentation is an
important reason for such a trend.

We believe that this trend can be reversed. To this end,
this paper gives an overview of our efforts in exploring high
quality streaming through the exploitation of multiple paths
existing in the network. By high quality, we mean with sig-
nificant bandwidth requirements, of relatively long dura-
tion, and without information loss or hiccups in data de-
livery. We believe this to be a promising approach.

1 Introduction

Quality of service (QoS) in streaming of continuous me-

dia (CM) over the Internet is poor, which is partly due

to variations in delays, bandwidth limitations, and packet

losses. Although CM applications can tolerate some miss-

ing data, non-recoverable information loss degrades these
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applications’ QoS. Consequently, a number of application

areas (e.g., those related to the entertainment industry) have

backed away from streaming of their content over the In-

ternet. Inability to control the resulting visual and auditory

quality of the streamed presentation is an important reason

for such a trend.

We believe that this trend can be reversed. To this end,

this paper gives an overview of our efforts in exploring high

quality streaming through the exploitation of multiple paths
existing in the network. By high quality, we mean with

significant bandwidth requirements, of relatively long du-

ration, and without information loss or hiccups in data de-

livery. In this paper, we will give a summary of our findings

and briefly present evidence that multi-path streaming is a

promising approach.

Our goal is to design an application-level approach, i.e.,
one that can be deployed over the Internet today, without re-

quirements for support from/modifications to the lower lay-

ers of the network. This is in contrast, for instance, to an

approach which would use the IntServ model for signaling

(e.g., RSVP) and resource reservation in all routers along

the streaming path. Such an approach would suffer from

scalability and deployment problems.

Specifically, we investigate the potential benefits of pro-

viding QoS in CM delivery through the exploitation of mul-
tiple paths existing in the network between a set of senders
and a receiver. One advantage of this approach is that the

complexity of QoS provision can be pushed to the net-

work edge (an original design principle of the Internet) and

hence improve the scalability and deployment characteris-

tics while at the same time provide a certain QoS level.

Our focus thus far has been on providing a fundamen-

tal understanding of the benefits of using multiple paths to
deliver CM data (such as video) destined for a particular re-

ceiver, i.e., this data is fragmented into packets and the dif-
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ferent packets take alternate routes to the receiver. This is

illustrated in the example of Figure 1, where streaming over

multiple paths is accomplished by streaming the data from

three servers, distributed over a wide area network. In this

example any server can send any fraction of the CM data;

specifically, server i sends fraction αi of the data expected

by the receiver, where 0 ≤ αi ≤ 1 and
∑

i
αi = 1. This

can be achieved by determining a sending pattern for each

server, e.g., as in Figure 1, where each server only sends

packets depicted by the solid rectangles. As each packet is

sent by only one of the senders, the total amount of data sent

is the same as in a single path case, i.e., our approach does

not increase the overall workload on the network.

Receiver

0 1 1 0 1

0 2 0 2

1 1 2 1 20 0

1 1 1

22
Sender 2

Sender 1

Sender 0

Pattern: 0112012

Internet

Figure 1. Multi-path streaming.

In general, we assume that the setting and possible adap-

tation of these fractions, as the delivery of data progresses,

is done by the receiver, based on its perceived quality of

data and determination of loss characteristics on the vari-

ous paths corresponding to the servers. Thus, the receiver

assembles the data from multiple senders and plays it in an

appropriate order.

There are a number of approaches to accomplishing a

multi-path data delivery. We later describe the specific ap-

proach considered in our work. We first note that such paths

do not have to be completely disjoint, i.e., it is sufficient

for them to have disjoint points of congestion or bottle-

necks. Existence of multiple paths with disjoint bottlenecks
includes the following potential benefits.

• Reduction in correlations between consecutive packet
losses. Although a CM application can tolerate some
missing information, a large number of consecutive

packet losses not only contributes to significant degra-

dation in CM quality but also diminishes ability to cor-

rect such losses through error correction techniques,

e.g., erasure codes. As shown in [20], sending data

through multiple paths can potentially reduce burst

lengths and correlations between consecutive losses

and thus improve the quality of delivered data.

• Increased throughput. In delivery of continuous me-
dia one can tradeoff the quality of the data with the

amount of compression achieved, i.e., one can reduce

the amount of bandwidth needed to deliver the data at

the cost of its quality. Sending data through multiple

paths potentially increases the amount of (aggregate)

bandwidth available to the application and hence in-

creases the quality of delivered data.

• Improved robustness and ability to adjust to variations
in congestion patterns. CM applications are often long
lasting (e.g., delivery of a movie might take on the or-

der of hours). Hence, it is reasonable to expect that

network conditions will change throughout the deliv-

ery of data to a CM application. Since not all paths,

in general, would experience the same traffic patterns

and congestion, sending data through multiple paths

potentially improves the ability to adapt to changes in

network conditions. Moreover, ability to use multiple

paths can results in improved robustness in the face of

failures.

Given these benefits, the use of multiple paths in dis-

tributed (over best-effort wide-area networks) CM applica-

tions, in general, requires consideration of the following re-

search problems. (This is not an exhaustive list.)

• Determining bottlenecks, joint points of congestion,
and network characteristics in general. To gain the
benefits of multi-path streaming described above, one

must first determine the paths to be used in delivery

of the data. Since it is reasonable to characterize a

path using its bottleneck link [12], what we need to

be able to do is determine whether a number of paths

share points of congestion, i.e., have joint or disjoint

bottlenecks [21, 29]. In addition, it may be useful (for

some approaches to multi-path streaming) to be able

to estimate current capacities and loss characteristics

of these bottlenecks. Although this has not been criti-

cal in our approach thus far, other approaches to multi-

path streaming might require fairly accurate estimation

of various network characteristics (refer to Section 3).

These are non-trivial problems, but they are outside the

scope of this discussion. We note that currently we use

[29] in our system for detecting shared points of con-

gestion.

• Effects of redundancy and error erasure schemes.
Some amount of lost data can be reconstructed in CM

applications through the use of redundant information,

e.g., as in FEC [11] techniques. Hence, in construct-

ing multi-path streaming techniques one should take

into consideration how the erasure codes interact with

multi-path delivery and the effect of redundant infor-

mation on the final quality of the data. In our work, we
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try to understand the benefits of multi-path streaming

without focusing on the characteristics of a particular

redundancy scheme.

• Media coding scheme integration. Sophisticated me-
dia coding techniques can be adopted to work closely

with the multi-path streaming scheme (refer to Sec-

tion 3 for a detailed discussion). In order to in-

crease the flexibility of multi-path streaming deploy-

ment, we again try to gain understanding on the multi-

path streaming benefits without focusing on a particu-

lar media coding scheme.

• Load distribution. As multiple paths are utilized be-
tween the set of senders and the receiver, one can as-

sign different amounts of streaming workload to the

different paths. The goal here would be to optimize

the viewing quality of the resulting CM data and to

perform the load distribution based on the quality of

the various paths. This problem is explored in [1] and

[18] under different path modeling methods. Example

results are also presented in Section 2.

• Adaptation schemes under changes in network condi-
tions. When network conditions change, one can im-
prove the quality of CM data delivery by adapting the

load distribution on the different paths (e.g., by send-

ing less data on the more congested paths).

• Data placement. Proper placement of data on the
servers is an issue in the context of CM applications

delivering pre-stored data, e.g., a video-on-demand ap-
plication (in contrast to a video conferencing appli-

cation where data is produced “live”). Inappropriate

data placement can adversely effect servers’ perfor-

mance. For instance, this can occur due to load imbal-

ance problems arising from the fact that only specific

parts of the data are being delivered from a particu-

lar server as well as the fact that specific data required

might change over the course of the application, as the

system adapts to congestion patterns in the network.

This in turn reduces the quality of service experienced

by the CM application (in this case due to server rather

than network performance). We note that these prob-

lems can be more severe when adaptation schemes (as

mentioned above) are used.

• Data dispersion. Given that one cannot necessarily
rely on the network layer to provide multi-path routing,

another consideration is how to accomplish the disper-

sion of data over multiple paths existing in the network

between a sender and a receiver of data. This may be

an especially important consideration for applications

where data is generated live, e.g., a video conferencing

application, where it may be necessary to use a collec-

tion of relay hosts or proxies to “force” paths different

from those provided by the network between a sender

and a receiver. In contrast, this may be less of an issue

for applications where data is pre-recorded and can, for

instance, be dispersed to a set of distributed servers in

advance of actual data streaming.

• Need for protocol/network support. Lastly, some

mechanisms for streaming data over multiple paths

might require support from lower layers, such as the

network layer. Of course, in this case, ease of deploy-

ment is an issue. (We do not require such support.)

From the above list, we can see that there are a number

of difficult problems which need to be addressed when em-

ploying multi-path streaming. In Section 2, we give exam-

ples of results we obtained thus far, which indicate that this

is a worth while approach to achieving high quality stream-

ing over best-effort networks.

We note, however, that when one adopts multi-path

streaming, its potential costs or detrimental effects should

also be considered. For instance, MP streaming might have

an adverse effect on the resulting delay characteristics ob-

served at the receiver. As a result, it might also require ad-

ditional amounts of receiver buffer space. In addition, the

overheads associated with sending data over multiple paths

and then assembling it into a single stream at the receiver

should also be considered. Moreover, the overheads and

complexity due to measurements needed to achieve better

performance with MP streaming should also be considered.

For instance, in our case, we employ detection of shared

points of congestion [29]. Other approaches to MP stream-

ing might require even more detailed information about the

network (refer to Section 3) which is likely to result in

a need for more “intrusive” and complex measurements.

Lastly, scalability of such measurement schemes is an issue

as well. However, the evaluation of such costs is outside the

scope of this paper.

Lastly, although all the research issues discussed above

are of importance, in our work thus far we have narrowed

the scope by focusing on: (1) delivery of pre-stored video,
e.g., as in video-on-demand applications (in contrast to de-

livery of “live” data); (2) application-level schemes (which
are deployable today over the current Internet)1; (3) accom-
plishment of multiple paths to the same receiver by dis-
tributing servers across wide-area networks and streaming
data from multiple senders simultaneously; and (4) stream-

ing over the network issues only (rather than, e.g., consid-

1That is, we assume the use of best-effort IP-based networks, where a
specific path is used between any pair of hosts (sender and receiver) on the

network and this path is determined by a network-level routing algorithm;
furthermore, our system does not require specific knowledge of the paths,

only the ability to determine whether two paths share a point of congestion,

e.g., by using [29].
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ering server-related problems such as the load balancing is-

sues mentioned above)2.

2 Overview of Results

We now give a brief overview of our results thus far, to

illustrate the potential of multi-path streaming in providing

high quality streaming over best-effort networks.

2.1 Performance Metrics

We begin with a description of performance metrics con-

sidered in our work. Firstly, loss rate, PN is the fraction of

lost packets as seen by the receiver when one uses N ≥ 1
paths for CM streaming. Secondly, lag-1 autocorrelation,
the lag-1 autocorrelation function, R[X(t)X(t + δ)], mea-
sures the degree of dependency of consecutive packet losses

as seen by the receiver, where X(t) is a random variable
indicating whether the packet sent at time t is lost or re-
ceived properly (depending on the state of the GM) and 1/δ
is the bandwidth requirement (in units of packets/sec) of the

streaming application3. Thirdly, burst length of lost packets,
which is the probability mass function of consecutively lost

packets as seen by the receiver. Note that if the lost pack-

ets burst length is large, it can (a) significantly affect the

viewing quality of the CM object and (b) reduce the effec-

tiveness of an error correction scheme, if some form of an

erasure code is deployed. Lastly, when considering the use

of erasure codes, we also consider mean information loss
rate (MILR), which accounts for loss ofmedia data (i.e., not
including loss of redundant packets). Although this may be

a useful metric for indicating the resulting visual quality of

CM data, it is often not easy to compute analytically.

2.2 Modeling and Analysis of Benefits

In order to first explore the benefits of multi-path stream-

ing in a more analytical setting, we model the loss char-

acteristics of a path4 using a stationary continuous time
Gilbert model (GM) which can characterize the potential

correlations between consecutive packet losses on a net-

work path. For a GM, the packet loss process along path

k is described by a two state continuous time Markov chain
{Xk(t)} where Xk(t) ∈ {0, 1}. If a packet is transmitted

2That is, for the purposes of this discussion we assume that the data is
fully replicated at all servers and hence any server can deliver any fraction

of the CM data.
3A high positive value of R[X(t)X(t + δ)] implies that a lost packet

is very likely to be followed by another lost packet. A high negative value

ofR[(X(t)X(t + δ)] implies that a lost packet is likely to be followed by
a successful packet arrival. If the statistics of the consecutive packet losses

are not correlated, then R[X(t)X(t + δ)] = 0.
4Here we essentially assume that a path is characterized by its bottle-

neck link.

at time t when the state of path k is Xk(t) = 0, then the
transmitted packet is received correctly by the receiver; the

transmitted packet is considered lost if Xk(t) = 1.
Using the GM and the above suggested metrics, an ini-

tial work in [20] gave an analytical characterization of when

a multi-path (MP) approach is beneficial, as compared to a

single path (SP) approach. The results indicated that: (1)

in general, multi-path streaming exhibits better loss char-

acteristics than single-path streaming, (2) use of an era-

sure code may not necessarily improve data loss character-

istics in the case of single-path streaming, while multi-path

streaming (with or without use of an erasure code) can im-

prove data loss characteristics, and (3) lag1-autocorrelation

of multi-path streaming is usually closer to zero than that

of single path streaming, which we believe should also re-

sult in a higher viewing quality of the received CM data.

It was also indicated that the average error burst length in

multi-path streaming is statistically shorter than that of sin-

gle path streaming. As an example, consider Figures 2 and

3 which depict the error burst length distribution obtained

from a prototype experiment5 using single path and multi-
path streaming, respectively. These figures illustrate that

multi-path streaming results in shorter error bursts; here, al-

most all bursts in multi-path streaming are one packet long.

2.3 Load Distribution

Given the above stated benefits, one important question

that remains is how to distribute the load among multiple

paths so as to optimize viewing quality. In [20] Golubchik

et al. study MP streaming benefits using a round-robin (RR)
approach to split the CM traffic among the multiple paths.

In contrast, in [1] Golubchik et al. study the problem of op-

timally assigning CM traffic to the multiple paths, according

to the path characteristics, such that a certain specified per-

formance metric is optimized. This is done under the GM

while considering both appropriate optimization objectives

as well as the resulting streaming performance, all with a

high level goal of improving the perceptual quality of the

streamed media. We note that it is not trivial to pick an ap-

propriate optimization objective for load distribution. If we

simply use one of the first three metrics given in Section

2.1, undesirable effects might arise. For example, optimiz-

ing the lag-1 autocorrelation may result in higher loss rates

observed at the receiver, when the paths are not homoge-

neous. Determining and gaining insight into suitable opti-

mization objectives is therefore important. Since there is a

fundamental tradeoff between the frequency of losses and

the corresponding loss correlations, it is natural to consider

an optimization objective which encompasses both metrics.

There are a number of ways to include both in a single met-

5In this prototype, actual data streams are used in experiments; how-
ever, losses are modeled using the GM.
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Figure 2. Single path prototype. Figure 3. Dual path prototype.
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Figure 5. Information Loss Rate at Optimal.

ric. In [1], Mean Loss Rate (MLR) × Mean Burst Length
(MBL) is used as an example of such an optimization ob-

jective. Consider the corresponding example load distribu-

tion results6 [1] presented in Figure 4, which illustrates an
optimal α∗

1
as a function of loss rate on Path 2. (In this

experiment, the Path 1 loss rate is 5% and the redundancy

overhead (due to FEC) is 18.75%.) To compare the effects
of different objective functions on α∗ when FEC is used,

an optimal traffic load distribution is also computed using

MILR as the optimization objective by a brute force search
on simulation results. (That is, all results other than those

based on MILR are computed analytically here). The cor-

responding information loss rates, based on the load distri-

bution results of Figure 4, are depicted in Figure 5. From

6Unless otherwise stated, MP streaming is performed on two paths with
SP streaming using the “best path”, i.e., the one with the lower loss rate

(the terms SP and Best Single Path streaming are used interchangeably).

Each experiment is repeated 10 times with different random seeds, and the

results are reported with 95% ± 10% confidence intervals.

these figures and results based on other settings [1], the fol-

lowing observations can be made: (1) When Path 1 loss

rate is relatively low (e.g., 5%), optimal load distribution

on infomation loss increases relatively smoothly as a func-

tion of loss rate on Path 2; it eventually flattens out as it

reaches the SP setting. (2) When Path 1 loss rate is low, op-

timizing on MLR×MBL results in a load distribution closer
to the optimal based on MILR. (3) When Path 1 loss rate

is higher, e.g., 10%, the MILR-based optimal is closer to

the load distribution given by SP streaming. (4) If a rea-

sonable amount of FEC redundancy is used, optimizing on

MLR×MBL gives good performance, i.e., lower informa-
tion loss rate, where an MLR×MBL system operates closer
to the MILR-based optimum. We note that when the path

loss rate is relatively high and the corresponding amount of

redundant information is insufficient, using SP streaming

may result in better performance.

Another interesting experiment in [1] compares the ef-
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Path 2 Loss k=8 k=16 k=32 k=64 k=128

0.5% (i) 98.75% 40.63% 18.44% 9.22% 5.00%

0.5% (ii) 77.50% 41.88% 21.88% 13.75% 9.06%

0.5% (iii) 86.25% 38.75% 18.75% 9.38% 5.16%

5% (i) ≥ 1000% 147.50% 58.75% 31.88% 19.92%

5% (ii) 97.50% 55.63% 31.25% 20.31% 14.14%

5% (iii) 97.50% 55.63% 31.25% 20.31% 14.14%

10% (i) ≥ 1000% 147.50% 58.75% 31.88% 19.92%

10% (ii) 128.75% 68.75% 40.63% 26.72% 19.53%

10% (iii) 128.75% 68.75% 40.63% 26.72% 19.53%

Figure 6. Overhead needed to achieve informa-
tion loss rate of ≤ 0.1%; Path 1 loss rate = 5%.
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fect of redundant information on SP (case i) andMP stream-
ing, where a simple round-robin approach (case ii) and
the MBL×MLR-based optimization approach (case iii) are
used in the case of MP streaming. Suppose path 1 has a

fixed loss rate of 5%, and three scenarios where Path 2 has

0.5%, 5%, and 10% loss rates are studied. For SP stream-
ing, the better path (with lower loss rate) is chosen. The

objective of this experiment is to find the minimum FEC

overhead needed to achieve a required quality of service,

which for this experiment we define as a mean informa-

tion loss rate of ≤ 0.1%. (Other values have been tried,
and the results are qualitatively similar.) Figure 6 gives the

corresponding mean FEC overhead requirements7; these re-
sults indicate the following. Performance of MLR×MBL is
similar to that of RR when the difference in path loss rates

of the two paths is not large. This is due to the fact that

MLR×MBL results in even traffic splitting in these cases,
which is also shown in Figure 4. Moreover, SP, RR, and

MLR×MBL have different “best” performance ranges. For
example, when path 2 loss rate is 0.5%, SP performs best

(requires the lowest FEC overhead) when the FEC group

size is larger (k ≥ 32). For the same path loss rate,
MLR×MBL performs better than RR when we use k ≥ 16
for FEC. When path 2 loss rate is 5% or 10%, MLR×MBL
(or RR) perform better than SP streaming unless the FEC

group size is quite large.

2.4 A More Expressive Model

The above discussion illustrated that one can obtain im-

provements in various metrics by employing MP stream-

ing. This was shown mainly under the GM; we refer to this

model as a “conventional Gilbert model” in the remainder

of the paper. One major limitation of using a conventional

Gilbert model is that the loss process of a path is indepen-
dent of the bandwidth requirements of the streaming appli-

7This is averaged over 10 experiments; the results are reported with
95% ± 11% confidence intervals. For each scenario, different FEC group
sizes are tested by varying k, the number of packets in a FEC group.

cation— specifically, the loss rate as viewed by the receiver

is fixed, independently of the sending rate of the application.

To illustrate the potential dependence of the loss rate on

the application’s bandwidth requirements, consider the data

loss rate as a function of an application’s sending rate de-

picted in Figure 7; this was obtained through an Internet

experiment8. This figure illustrates the achieved loss rate
for each experimental setting (i.e., fraction of lost packets as
measured at the receiver), and it supports the hypothesis that

a conventional Gilbert model may not be sufficient for char-

acterizing the loss process of a path. Given this evidence,

[18] proposes to use a functional Gilbert model (FGM) as a
more general approach to characterizing the bursty loss na-

ture of a path as well as its dependency on an application’s

bandwidth requirements. Specifically, let λ denote an appli-
cation’s average sending rate, in units of packets per second.

For a stationary continuous time FGM, the packet loss pro-

cess along path k is described by a two state continuous time
Markov chain {Xk(t)} where Xk(t) ∈ {0, 1}. Similarly to
the conventional Gilbert model’s definition, if a packet is

transmitted at time t when the state of path k is Xk(t) = 0,
then no packet loss occurs; the transmitted packet is consid-

ered lost if Xk(t) = 1. The transition rate from state 0 to
state 1 takes a functional form of F(λ). The transition rate
from state 1 to state 0 also takes a functional form of B(λ).
It is also assumed in [18] that F(λ) and B(λ) are continu-
ous and furthermore that F(λ) is a non-decreasing function
of λ and B(λ) is a non-increasing function of λ. Intuitively
these assumptions make sense, and hence, in practice, they

should not be restrictive.

8In this experiment UDP packets (1400 byte) were transmitted from
Hong Kong to the USA, using a number of rates from 120 pkts/sec (around

1.34 Mbps) to 1200 pkts/sec (around 12.8 Mbps), with a step size of 120

pkts/sec interval. For each sending rate, the streaming experiment was

carried out for 6 minutes, while measuring the corresponding achieved loss

rate at the receiver. The experiment was carried out during daytime in

Hong Kong, which corresponds to nighttime on theWest Coast of the USA.

Similar experiments were also performed using NS2 [22], and the results

were qualitatively similar.
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2.5 Load Distribution Revisited

We now revisit the load distribution problem under the

FGM. Consider the following example result [18] with a

120 pkts/sec bandwidth requirement. We first consider a

system with two heterogeneous paths wherein F1(b) =
0.4 × b, B1(b) = 21000/b, F2(b) = 0.0667 × b, and
B2(b) = 28500/b, as an illustration. (Note that given the
same packet rate on a path, path 2 has a better loss charac-

teristic than path 1.) Under the best single path streaming
approach (i.e., path 2 in this case), one can achieve a loss

rate of 3.259%. Using 2-path streaming, we reduce the loss

rate to 1.814%, with α
∗ = [0.260, 0.740].

We then add one more path to the system wherein

F3(b) = 0.233 × b and B3(b) = 24750/b (i.e., path 3 has
loss characteristics in-between paths 1 and 2). With the ad-

dition of this path we reduce the loss rate further to 0.976%,

with α
∗ = [0.190, 0.541, 0.269]. This example illustrates

that the traffic splitting flexibility of the multi-path approach

provides us the opportunity to reduce the mean loss rate of

a streaming application to a point which would not be pos-

sible with a single best-path type approach. Note that the
additional path which was not present in the 2-path exam-

ple is not the best of the three, yet it allows us to reduce the
loss rate further.

The above results were obtained analytically and with-

out the use of erasure codes. We now consider simulation

results9 [18] where an error erasure code is used to recon-
struct lost packets. Here the bandwidth requirements of the

streaming application are increased by 12.5% due to the

added overhead of the erasure code. Note that this over-

head is the same for SP and MP streaming. The corre-

sponding optimal load distributions are obtained based on

the increased packet sending rate (due to the overhead).

The same three heterogeneous paths are considered, i.e.,

paths 1, 2, and 3 described above, where Table 1 illustrates

the corresponding information loss rate for best path, two

paths (with path 1 and 2), and three paths streaming. Load

distribution among the paths is performed by optimizing

packet loss rate as well as in a round-robin manner.

These results and further experiments given in [18] in-

dicate that adoption of an erasure code, in most cases, can

reduce the information loss rate. However, when the packet

sending rate is high, employing an erasure code may have

an adverse effect of increasing the loss rate (i.e., degrad-

ing the loss characteristics of paths). When an additional

path is available, the workload (including the redundancy

overhead) can be spread among paths; this results in better

information loss rate. It is also observed that loss-based op-

9In these experiments, each data packet has a size of 1400 bytes. For
each path, packet losses are emulated according to the FGM. Each simula-

tion is analogous to a 24 hour media stream. The results are obtained using

CSIM[23].

timal load distribution among the multiple paths can results

in significantly better system performance than single best

path streaming or the round-robin approach.

2.6 Experiments with Real Data

Chow et al. [18] discuss an experiment with real data us-

ing a multi-path multimedia streaming system prototype us-

ing the performance metrics given in Section 2.1 as well as

the resulting visual quality under different load assignment

methods. (A detailed description of the prototype can be

found in [2].) Although packet losses are still emulated us-

ing the FGM, the MPEG stream and their processing is real,

hence we are able to depict the resulting visual quality in ad-

dition to computing performance metrics10. Two senders,
whose paths to the receiver have different loss characteris-

tics, are used in this experiment. Path 1, which has better

loss characteristics, is described by: F1(b) = 0.0667 × b,
B1(b) = 28500/b, and path 2, which has worse loss char-
acteristics, is described by: F2(b) = 0.4 × b, B2(b) =
21000/b, where b = 192 packets/sec. In this case, when
one optimizes on the loss rate, α∗ = [0.741, 0.259] is ob-
tained.

Four cases with different traffic splitting vectors are stud-

ied: (Case 1) single path with better loss characteristics
(using path 1), (Case 2) single path with worse loss char-
acteristics (using path 2), (Case 3) dual path using RR traf-
fic splitting, and (Case 4) dual path using optimal traffic
splitting vector α

∗. Packet loss statistics are measured at

the receiver throughout the entire streaming process. Video

frames are transcoded to JPEG files to allow a visual quality

inspection.

Test Loss Rate Avg. Burst Length Info.

Case before FEC before FEC Loss Rate

1. 6.569% 1.762 1.688%

2. 35.630% 2.439 35.642%

3. 6.955% 1.034 1.000%

4. 3.403% 1.253 0.090%

Table 2. Prototype experiments.

Table 2 shows the average statistics measured for each

test case. For the statistics before FEC, the statistics of

the resultant packet receiving sequence after merging pack-

ets from different paths are measured. Figures 8(a), 8(b),

and 8(c) depict the quality of the video frame sequence

along playback time for Cases 1, 3, and 4, respectively11.
For each case, the transcoded video frame sequence is ex-

amined, and a vertical spike is depicted in the figure where

10A 150 seconds MPEG1 file which requires a playback rate of 174.5
Kbps (approximately 170 packets/sec with a packet size of 1024 bytes) is
streamed. A FEC corresponding to an overhead of 12.5% is used, which
increases the packet sending rate to around 192 packets/sec.
11All video frames in Case 2 are damaged, and thus the results for that
case are not presented.
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Rate 2-path 3-path 2-path Opt. Info. 3-path Opt. Info. Best SP 2-path RR 3-path RR

(pkts/sec) α
∗

α
∗ Loss Rate Loss Rate Info. Loss Rate Info. Loss Rate Info. Loss Rate

60 [0.260,0.740] [0.191,0.540,0.269] 0 0 0 0 0

120 [0.260,0.740] [0.190,0.541,0.269] 0.001% 0 0.177% 0.057% 0

360 [0.260,0.740] [0.190,0.541,0.269] 15.055% 5.301% 26.754% 26.128% 12.256%

Table 1. Optimization of load distribution revisited.

the video frame at that playback time is damaged (i.e., the

picture exhibits a “blocking effect”). From these results, it

begin endtime

(b) Case 3: Streaming under Dual path with RR Splitting. 
      Frame sequence with 9.517% damaged frames.

begin endtime

(c) Case 4: Streaming under Dual Path with Optimal Splitting. 
      Frame sequence with 1.278% damaged frames.

begin endtime

(a) Case 1: Single Best Path Streaming. 
      Frame sequence with 14.591% damaged frames.

Figure 8. Video quality along playback time.

is observed that:

1. Loss rates (after FEC) significantly affect visual qual-

ity: When one relates the after FEC loss rate in Ta-

ble 2 with the frame sequences quality indication in

Figure 8, it is found that higher loss rate after the

FEC operation, i.e., information loss rate, corresponds

to poorer video quality, i.e., higher percentage of the

video sequence is damaged. When the information

loss rate is extremely high, for example 35.642% in
Case 2, all the frames in the video sequence are dam-

aged, i.e., the video is basically ruined and unviewable.

2. Introducing FEC may cause adverse effects: Improper

adding of FEC may not improve the resulting infor-

mation loss rate. In Case 2, it is found that loss rate

before the FEC operation is less than the loss rate after

the FEC operation. Adding FEC increases the loading

along a congested path which may degrade the result-

ing loss characteristics and consequently increase data

packet losses.

3. FEC performs better under multi-path streaming: As

suggested in [20], multiple paths can reduce the lag-

1 auto-correlation and shorten the error burst length;

this enhances the error correction capability of FEC.

The loss rates before FEC for Case 1 and Case 3 are

6.569% and 6.955%, respectivly. Using the best path

in Case 1 can give a lower loss rate before the FEC

process. However, after the error correction process,

information loss is 1.688% for Case 1 and 1.000% for
Case 3. The visual quality, which is strongly related to

the information loss rate, is better in Case 3. It shows

that simply using the best single path for video stream-

ing may not be a good approach.

4. A path with worse loss characteristics can be used to

improve the overall performance: Although path 2 is a
worse path than path 1, it can still be used to share a
fraction of the workload to improve the overall quality

of the received video. From the statistics in Table 2 and

the corresponding video output, the two multi-path test

cases give better performance than the two single path

test cases.

5. Using optimal traffic can result in better performance:

In the experiments, when one assigns traffic loads ac-

cording to an optimized traffic splitting vector, i.e.,

Case 4, the loss rate is the lowest both, before and af-

ter FEC. It shows that simply splitting the traffic evenly

between paths may not result in the best use of avail-

able multiple paths (although it may lower the packet

loss correlations).

3 Related Work

Multi-path streaming and exploitation of path diversity

has attracted much attention recently, and [7] provides a

broad overview of the general area. Here we give a brief

survey of existing work on this topic focusing on those

works which either consider loss characteristics or can be

deployed over best-effort networks, as these are considera-

tions in our work as well. As mentioned earlier, [20] illus-

trates the potential benefits of using multi-path streaming

to improve the quality of the delivered CM data as com-

pared to single path streaming. This is done by illustrating

lower loss burst lengths and lower correlations in consec-

utive packet losses. A later work [1] studies the load dis-

tribution problem in multi-path streaming and shows that

both the packet loss rate and the loss correlations are im-

portant when choosing an optimization objective. However,

all these works are performed under the assumption that the

application’s sending rate does not affect the loss rate on a

path (i.e., the conventional Gilbert Model is used). In con-
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trast, [18] illustrates the utility of considering an applica-

tion’s sending rate and the resulting effects on the loss char-

acteristics of the CM streaming application.

Other works try to achieve multi-path streaming with as-

sistance of the lower layers, e.g., [19] focuses a protocol

which utilizes bandwidth available on multiple paths and re-

distributes workload according to congestion detected by a

receiver. However, it requires network layer knowledge as

well as a centralized routing server to compute the multi-

path routing which minimizes the number of shared links

while satisfying the bandwidth requirement. Given infor-

mation about the underlying network graph, [17] proposes

multi-path routing heuristics for unicast and multicast sce-

narios to achieve high bandwidth and low delay for video

traffic. A data scheduling algorithm at the server is also

proposed to minimize the end-to-end delay. Similarly, given

network link information, [10] discusses a heuristic solution

to find a set of paths that minimize the streaming distortion

for a Multiple Description (MD) coded video stream. These

works assume significant knowledge (i.e., link bandwidth

and delay) and support (i.e., ability to control routing paths)

from the underlying network. In contrast, our approach only

deals with the end-hosts of the network and hence allows

easy deployment on the Internet. Our only requirement is

that chosen paths do not share points of congestion, which

can be detected at the end-hosts using schemes such as [29].

Also, we focus on packet loss characteristics (e.g., loss cor-

relations) rather than bandwidth and delay.

Sophisticated media coding techniques (e.g., MD cod-

ing) have been developed for use with multi-path stream-

ing [4, 8, 6, 9, 5, 24, 30, 13, 14, 16, 15]. The basic idea

is to partition the media into multiple roughly equally im-

portant independently decodeable bitstreams (descriptions).

Each of them contains complementary information and is

sent through different paths, such that media quality can be

improved as the number of received descriptions increases.

In this context, issues such as dealing with heterogeneous

path bandwidth constraints [8], rate-distortion optimization

[24, 13, 14], coding efficiency, adaptation schemes [30, 16],

etc. are explored. Specifically, in [6, 9], a model based on

the conventional GM is also used in the analysis and path

selection for MD coded multi-path streaming. In our work,

we focus on a more general study of multi-path streaming

without the use of a specific coding technique - an advan-

tage being that it can then be made to work well with many

coding techniques or media codecs. Also, our work adopts

a more expressive model for characterizing the loss charac-

teristics of paths between senders and a receiver. Develop-

ing an adaptation scheme which reacts to time-varying path

characteristics is our ongoing effort.

The work in [27] proposes the use of multi-servers for

video streaming on the Internet. Their later work [26] ex-

tends the scheme by considering the use of FEC. In their

work, they focus on designing a receiver-driven transport

protocol which includes (a) a rate allocation algorithm (i.e.,

how receiver split the traffic load onto multiple paths in

order to minimize the probability of media packet loss by

taking network bandwidth, channel characteristics and FEC

parameters into account) and (b) a packet partitioning algo-

rithm (which ensures non-overlapping packet sending and

minimizes startup delay). In [25], they examine the case

where the last mile connection is the bottleneck and employ

multi-path streaming otherwise. In these proposals, con-

ventional GM is adopted while a more expressive model is

used in our work. Besides focusing on the loss rate, we also

propose an optimization approach using other loss charac-

teristics, e.g., lag-1 autocorrelation. Their later work [28]

extends the idea of using FEC with path diversity on an

overlay framework. The motivation is to emulate multiple

sources by the use of an overlay network, which is similar

to [3] but using multiple redundant paths simultaneously.

They propose a heuristic scheme to select redundant paths.

It is suggested that 10% of the network nodes participating

in the overlay is enough for providing sufficient redundant

paths. Our approach can also be implemented on an overlay

structure as well as be made to achieving multiple paths by

using relay nodes. In fact, we have a P2P prototype imple-

mentation of our approach [2].

Best-path type approaches have also been studied. For

instance, [31, 32] perform path switching to select the best

path by estimating the “goodness” of a path from the per-

spective of a video and a VoIP stream. However, they do not

exploit the benefits of path diversity (e.g., reduced correla-

tion in packet losses, workload distribution, etc.) and are

similar to the best single path case discussed in our work.

4 Conclusions

In this paper we focused on multi-path streaming as an

approach to providing high quality streaming over the In-

ternet. We discussed evidence that such an approach has

promise. Although much research still remains on this

topic, we believe that this evidence indicates that there is

hope for being able to stream continuous media over the

Internet via the multi-path approach, with high quality and

without huge costs.

To this end (and to verify our analytical and simulation

results under real world conditions), we designed and built a

P2P-based multi-path streaming prototype [2], currently be-

ing used for streaming video experiments between UMD,

CUHK, and USC. We chose to use a P2P network as the

supporting architecture for our prototype because of the par-

allelism between simultaneous downloads in P2P systems

and multi-path streaming. Currently, we are working on In-

ternet based experiments using this prototype.
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