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ABSTRACT 

Mobile phone with a touch screen display and high quality cameras is common 
the modern society. With a special piece of equipment, a smartphone can be turned 
into a pair of wearable glasses for augmented reality applications. The user can see 
virtual objects overlaid on the real scene where the user is looking at. In our project, 
we have developed an interface to let users to interact with the computer system with 
smart glasses. An application of our system is that the user can use his hand to point 
to a word that he does not understand. Then the system can look up the meaning and 
display the results to the user through the glasses. In the proposed system, we have 
applied a series of image processing techniques, which include text region detection, 
marker detection, fingertip detection and optical character recognition. Moreover, we 
have also used the ARuco 3-D marker to enable a better fingertip tracking 
performance. The work described in this paper is a part of a larger project that targets 
to develop a user friendly interface for wearable computing. 
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1. INTRODUCTION 

 
The invention of wearable smart glasses makes mobile internet computing easier. 
With such glasses, the user can see the world with virtual objects augmented into the 
real space. Usually, a camera is embedded into the glasses to obtain the images of the 
real world. With such a setup, many interesting applications can be implemented. In 
our project, we have developed a user interface for wearable glasses. One can use his 
hand to give commands to and interact with the system. More specifically, when the 
user is reading a book written in a foreign language, he can use his finger to point to a 
word that he cannot understand. Our system is able to locate, recognize the characters, 
and find out the meaning of the word using an electronic dictionary. The results can 
be displayed on the intelligent wearable glasses, such as the Google glasses. In this 
paper, we concentrate on the description of the finger tracking process and illustrate 
how the results can be used by an optical character recognition system. The results of 
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our project are useful for many real-life augmented reality and mobile computing 
applications [10]. 
 
The contents of the paper are arranged as follows. Section 2 discusses the background 
of the work. Section 3 describes the theory and methods used in our approach. Section 
4 shows the experimental results of our system. Sections 5 and 6 are the discussions 
and conclusions of the proposed approach, respectively. 
 

2. BACKGROUND 
 

Smart wearable computers are becoming popular because it is easy to use and carry. 
Wearable cameras are mobile devices that can be taken outdoors for various usages. 
For example, Looxcie [1] is a general-purpose wearable camera that enables hand free 
video recording. It is mainly used for entertainment. For more serious applications, 
the Hong Kong Police Force introduced the body worn video camera for capturing 
evidence when a police constable is on-duty [2]. There are other wearable cameras 
that are designed for special purposes. The one by Recon Instrument [3] is used by 
athletes to record their activities during exercises. Some wearable cameras have 
features like Global Positioning System (GPS), High Density camera, Head-up-
display (HUD) and smartphone connectivity. Some other products even have 
communication capabilities. For example, Golden-i [4] provides functions for users to 
send and receive email, and browse webpages. The Google Glass is designed to have 
a head mounted display together with a camera. It is versatile and can be used for 
various intelligent applications. Some researchers applied such devices for real-life 
applications [5]. For instance, a system in [6] translates the word pointed by the user’s 
finger based on an optical character recognition approach known as Tesseract [7]. Our 
approach proposed here were built on top of [6] and the ArUco marker [8] were 
adopted to improve the fingertip detection performance. 

 
 

3. DESIGN AND THEORY 
 

 
Figure 1. A flowchart showing the overall design of our system. 

The proposed approach consists of three major components. One is the text detection 
module. It detects and returns the locations of the words in the image obtained by the 
camera. Our approach is similar to the one described in [6]. The second module is 
finger detection. It finds the presence of a finger and gives the image coordinates that 
the user is pointing at. Most of the existing techniques make use of the HSV color 
space to find the contour of a hand and apply convex hull to estimate the number 
fingers appeared in the image. In our approach, we investigate the use of a marker 
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based method known as ArUco marker [8] to locate the finger position. The result is 
more robust and accurate. The third component is the optical character recognition 
engine. It converts the selected word into a text string. Our project adopts Tesseract in 
[7] for such purpose. Apart from performing optical character recognition, it also 
provides the facilities for training the recognition model and the library for working 
with multiple languages. Our project only focuses on using the pre-trained English 
model. The OpenCV library [9] is adopted to carry out most the image processing 
procedures throughout the project. 

Figure 1 gives an overview of the program flow. Firstly, the program finds the 
positions of all the words in the image captured by the camera. It then detects the 
location of the user’s fingertip. Next, it calculates the stable coordinates of the 
fingertip. With the coordinates, the program extracts an image region in the area 
around the nearest detected word. Then, a perspective transform is performed on the 
image extracted, which is in turn fed into Tesseract for character recognition. Finally, 
a cleaning up procedure is performed on the results and the word selected by the user 
is returned as a string. 

3.1 Text Detection and Extraction 
 

 
Figure 2. The procedure for text detection. 

From the original image captured by the camera, our system detects text regions and 
represents them using a list of 4 corners. Figure 2 shows the procedure. Our method is 
similar to that in [6]. It uses a series of image processing functions such as Sobel, 
erosion and dilation to thicken the text strokes.  In this way, nearby characters can be 
merged together and represented by a block of white pixels in a binary image as 
shown in Figure 3.b.  

The contour detection function in OpenCV is then applied to group the pixels such 
that each word can be fit perfectly into the resulting contour. It is then tidied up by the 
polygon approximation function in OpenCV if it its height is smaller than 1.2 times of 
the width or the area is not larger than a threshold. The result is a list of rectangles 
represented by 4 coordinates and each one bounds a single word. 
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Figure 3.a. The original image from the camera.  Figure 3.b. The potential text regions. 
 

 
Figure 4. The detected text regions. 

 
3.2 Finger Detection Using Colors 
 

 
Figure 5.  The procedure for finger detection based on colors. 

To find out the fingertip by the color properties, the program first converts the image 
into the HSV color space. By filtering out the pixels that does not fall inside the HSV 
range specified, a binary image that shows the outline of a human hand is produced. 
Erosion and dilation are performed to remove noise from the binary image. The 
contour finding function is applied to find the shapes in the image. The program 
selects the contour with the biggest area. It then looks for the fingertip from the 
contour. The point with the smallest y-coordinate, which is the closest point to the top 
of the image, is regarded as the fingertip. 
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Figure 6.a. Some of the detected texts        Figure 6.b. The contour of user’s hand  
are occluded by the user’s hand.                  obtained. 

 
3.3 Finger Detection Using ArUco Markers 
 

 
Figure 7.  The steps for fingertip detection with ArUco Markers. 

The fingertip detection algorithm described previously are not reliable in some 
occasions, another detection approach is adopted to tackle the problem. We make use 
of the ArUco marker in [8]. The user needs to wear a paper ring with the ArUco 
marker printed on it when using the application. 

The marker in the image is detected and stored in a vector, which contains the 
coordinates of the 4 corners and its identification number. In order to achieve the 
highest detection speed, we use the simplest 4-by-4 ArUco marker set. The 
coordinates of the fingertip are obtained by extrapolating the line joining the center 
and the mid-point of the top edge of the marker. 

In some circumstances, the markers may be wrongly detected as a text region in the 
image. To avoid the situation, bitwise operation is applied to the text and the marker 
region. 

\ 
Figure 8.  The paper ring with the ArUco marker printed on it. 
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Figure 16.  The results of detecting text with common font sizes. 

 

 

Figure 17.  The results of detecting words of different lengths. 

 
4.2 Finger Detection 

Two different approaches were developed to locate the user finger position. The first 
approach is based on color and regard the highest point as the user’s fingertip. It could 
detect the user’s hand, given that the color filter was tuned appropriately. The result 
was satisfactory. The accuracy was within 30 pixels in Euclidean distance. 

Another more reliable approach was based on the ArUco marker. This method 
achieved an accuracy of less than 10 pixels in Euclidean distance without prior 
calibration. 
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4.3 Optical Character Recognition 

If the input image contained texts with perfect quality, the Tesseract OCR engine had 
a very high accuracy. The processing was in real-time. The algorithm could accurately 
determine a single word if the user was pointing at the center of the word. However, 
in case that the user was pointing at the first few characters near both ends, the 
program might mistakenly grasp the word before or after. 

 

 

Figure 18. Tidying up the results was required for the string “Font size 48” in the 
above example as the original text detection algorithm failed to separate a single 

selected word from a sentence. 

 

 

5. DISCUSSIONS 

It was found that the program could not detect words that are too small and the 
program might not be able to separate the words from sentences. The cause of the 
problem was due to the use of erosion and dilation during image pre-processing. 

The current system used a camera of fixed focus. The software had neither 
mechanism for detecting out of focus camera images nor ways of communicating with 
the camera to adjust focus, resulting in blurred images. 

The use of ArUco marker was better than finger detection by colors. Although it 
requires the user to wear the marker while using the system, our program can exactly 
identify the user’s finger and the corresponding positions. 

The accuracy and speed of the Tesseract OCR engine were high in general. However, 
it is worth mentioning that it took noticeably longer time to process long sentences as 
well as blurred characters. This is because the engine is unable to separate words from 
sentences and the images captured are out of focus. 

To let the proposed system to be installed on a mobile device, it should not be too 
demanding on the computational power and memory requirement. Our program was 
tested on a normal computer, which had a 2.4GHz Core 2 Duo processor, 8 GB RAM 
and no dedicated graphics card. It could achieve a frame rate ranged from 14fps to 
17fps, which was quite good considering that there was no noticeable lag. The test 
results indicate that the program can probably run well on mobile devices with 
relatively low computation power such as smartphones and the Raspberry Pi board. 
Two demo videos can be viewed at https://youtu.be/I3bowdnqcHM and 
https://www.youtube.com/watch?v=j7t7a8maBv0. 
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Figure 19. A screen capture of our working system. The frame rate of our program is 
shown in the top left corner. 

6. CONCLUSION 

An application for smart wearable glasses was developed. It can recognize a word 
pointed by the user on a page of text document. In the project, the user wears a paper 
ring with a marker printed on it. Our system finds out the position of the ring from the 
camera images. From the marker position, the word that the user is pointing at can be 
determined. The image region containing the word is then passed to an optical 
character recognition engine to transform the image pattern into a character string. 
Considering the speed performance of the current implementation, the proposed 
system can be run in an embedded system of a wearable device. Our solution is useful 
for a great variety of mobile applications, for example an interactive electronic 
dictionary. 
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