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Abstract

In this paper, we propose a robust method for visual
tracking relying on mean shift, sparse coding and spatial
pyramids. Firstly, we extend the original mean shift ap-
proach to handle orientation space and scale space and
name this new method as mean transform. The mean trans-
form method estimates the motion, including the location,
orientation and scale, of the interested object window si-
multaneously and effectively. Secondly, a pixel-wise dense
patch sampling technique and a region-wise trivial tem-
plate designing scheme are introduced which enable our
approach to run very accurately and efficiently. In addi-
tion, instead of using either holistic representation or local
representation only, we apply spatial pyramids by combin-
ing these two representations into our approach to deal with
partial occlusion problems robustly. Observed from the ex-
perimental results, our approach outperforms state-of-the-
art methods in many benchmark sequences.

1. Introduction
Visual tracking is one of the most popular research top-

ics in computer vision which has promising applications in
many fields, such as surveillance, stabilization and video re-
trieval. Most proposed approaches in visual tracking can be
generally classified into two groups, either discriminative
methods or generative methods.

Representative discriminative methods are ensemble
tracker [2], on-line boosting tracker [8], multiple instance
learning [3] and structured SVM [9]. Most discrimina-
tive methods regard tracking as a classification problem and
build a classifier to distinguish the object from the back-
ground. On the other hand, generative methods concentrate
on modeling the appearance of the target such as histogram-
based tracker [6], subspace represented tracker[16], WSL
appearance tracker [10] and sparsity-based tracker [15].

From the literature, there are several main problems in
object tracking, namely, motion estimation, illumination
change and partial occlusion. In order to solve these prob-
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Figure 1: The visualized center points of the object win-
dow in location, orientation and scale spaces are shown
in (a). The equivalent probability density functions in the
Euclidean space are presented in (b), (c) and (d) when the
Epanichinikov kernel is applied to three spaces respectively.

lems, people have proposed many approaches. For exam-
ple, fragment-based tracker [1] and structural local sparse
tracker [11] are reported to be robust to partial occlusions.
Mean shift tracker [7] and particle filter tracker [17] are
stated to be able to estimate object motion well. The com-
bination of sparse representation and trivial templates [15]
is said to be less affected by illumination changes compared
to other methods. Although many ideas have been proposed
to overcome these problems, currently no one can solve all
these problems perfectly. In the following paragraphs, we
will analyze these problems and propose our corresponding
solutions.

Motion estimation is one of the core components in vi-
sual tracking. The most frequently used method for mo-
tion estimation is particle filters [17].The idea of particle
filters is to represent the probability densities by a set of ran-
dom particles with associated weights. Through importance
sampling of particle positions and Bayesian inference of the
corresponding weights, particle filters can be used to esti-
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mate the motion of the object. In order for good accuracy, a
large number of particles are required to be sampled , lead-
ing to a high computation load. Another popular method for
motion estimation is the mean shift approach [6]. As a ker-
nel density gradient-based method, mean shift can reach the
maximum of the similarity function very quickly by climb-
ing in the direction of the probability gradient. However,
the original mean shift method only estimates the location
of the object window but not the scale or the orientation
measurement. This greatly limits the performance of mean
shift based approaches. Collins [5] tries to extend the mean
shift method to handle scale space, but the additional spa-
tial kernel makes the procedure tedious. In this paper, we
extend the mean shift to both scale and orientation space
and name this new approach as mean transform.

Illumination change is another difficult problem during
visual tracking. The combination of sparse representation
and pixel-wise trivial templates in [15] performs well un-
der illumination changes. As we know that the computation
time for sparse coding is approximately linear to the size
of the dictionary. In this paper, we propose to use region-
wise trivial templates instead of pixel-wise trivial templates.
Compared to the pixel trivial templates, block trivial tem-
plates can keep the dictionary size as compact as possible,
which enables our algorithm to be very efficient.

Partial occlusion happens very often during visual track-
ing. The fragments-based tracker [1] and structural local
sparse tracker [11] divide the object window into smaller
patches and infer the true state of our objects only through
local information. But these approaches are not so stable
due to the lack of holistic information. Thus we propose the
spatial pyramids technique which makes full use of holis-
tic information and local information. The idea of spatial
pyramids is first proposed in image classification [13]. We
adopt the spatial pyramids method here and show that it can
handle partial occlusions robustly.

There are totally four contributions of this paper:

1. A new kernel density gradient-based method named as
mean transform is proposed to handle the motion of
the object.

2. A spatial-pyramid-based model is introduced to main-
tain tracking even when partial occlusions occur.

3. A new design of region-wise trivial templates is used
to increase the efficiency of sparsity-based models.

4. A pixel-wise dense patch sampling scheme is applied
to ensure the high accuracy of our model.

The content of this paper is organized as follows: mean
transform model, sparse representation and spatial pyra-
mids model are respectively illustrated in Section 2, 3 and
4. Section 5 presents the details of our implementation. Ex-
perimental results are shown in Section 6. Our paper is con-
cluded in Section 7.

2. Mean transform
The principle of our mean transform is originated from

mean shift [6]. In contrast to mean shift which only consid-
ers updating in location space, the proposed mean transform
takes into account the motion in two other spaces: orienta-
tion space and scale space. The whole procedure of mean
transform can be divided into two steps. The first step is to
transform the object into specific spaces. The second step
is to apply the mean shift procedure to update the location,
orientation and scale in the corresponding spaces.

2.1. Mean transform in the location space

Mean transform in the location space is the same as the
original mean shift. Thus this section will give a brief re-
view of the mean shift approach. Mean shift is a gradient-
based approach used to find the mode of kernel densities.
Because of its high efficiency and ease of use, mean shift
enjoys a popularity in the field of visual tracking [6, 5]. The
details of mean shift are described as follows:

Given a window centered at pointml, the goal is to max-
imize the kernel density estimator formulated as:

f(lc) = Cl
∑
l∈Sl

K
( l − lc

bl

)
, (1)

where K(x) is the kernel function, l denotes the Euclidean
coordinates of points in the window, lc denotes the Eu-
clidean coordinates of the mode point shown as ml in Fig-
ure 1a, Sl denotes the Euclidean space of the window, bl is
the bandwidth and Cl is a constant number for normaliza-
tion. In order to locate the window center lc with the maxi-
mum kernel density f(lc), Mean Shift updates the location
lc with the gradient

∆lc = ∇f(lc) = Cl
∑
l∈Sl

K ′
( l − lc

bl

)
. (2)

One popular isotropic kernel is the Epanichinikov Kernel:

KE(x) =

{
1
2c
−1
d (d+ 2)(1− ‖x‖2) if ‖x‖ ≤ 1

0 otherwise
, (3)

where cd is the volume of unit space and d is the dimension.
The PDF in Euclidean space is illustrated in Figure 1b when
the above kernel is applied to the location space. When
the Epanichinikov Kernel is applied, mean shift updates the
center of the window in the location space in the way as:

∆lc = Cl
∑
l∈Sl(l − lc)∑

l∈Sl 1
. (4)

2.2. Mean transform in the orientation space

Yilmaz [19] is the first who proposed the idea of space
transformation to extend mean shift. In order to model the



orientation properly, we first need to transform the points in
the object from the location space into the orientation space
as follows:

Sl → So : o = atan
( y − yc
x− xc

)
, (5)

where [x, y] denotes the Euclidean coordinates of points in
the window and [xc, yc] are the Euclidean coordinates of
ml. Given the object window in the orientation space, the
kernel density estimator can be formulated as follows:

f(oc) = Co
∑
o∈So

K
(o− oc

bo

)
, (6)

where So denotes the orientation space of the window, bo is
the bandwidth and Co is a constant number for normaliza-
tion. oc is chosen to be the orientation value of points on the
line of mo as shown in Figure 1a. This is because in order
to make mean shift valid, the distribution of the value o−oc
should be isotropic in accordance with the distribution of
the kernel K. This alignment has been ensured in our paper
while there is no such treatment in [19].

Assume that the Epanichinikov Kernel is also applied in
the orientation space. If we project the corresponding PDF
in the orientation space back into the Euclidean space, the
equivalent PDF of the window is shown as Figure 1c. Mean
shift updates the center of the window in the orientation
space as follows:

∆oc = Co
∑
o∈So(o− oc)∑

o∈So 1
. (7)

Each time after update, we rotate the candidate object win-
dow to keep the orientation of mo horizontal. In this
way, we constrain the result of Equation 5 in the range of
[−π2 ,

π
2 ].

2.3. Mean transform in the scale space

Similar to the treatment in orientation, for mean trans-
form in the scale space, we first need to transform the points
in the object from the location space to the scale space as:

Sl → Ss : s = ‖[x− xc, y − yc]‖. (8)

The result scale coordinates s ranges in [(0, 0), (w2 ,
h
2 )],

where [w, h] is the size of the window. The kernel density
estimator can be formulated as:

f(sc) = Cs
∑
s∈Ss

K
(s− sc

bs

)
, (9)

where sc denotes the scale coordinates [w4 ,
h
4 ] of mode

points shown asms in Figure 1a, Ss denotes the scale space
of the window, bs is the bandwidth and Cs is a constant num-
ber for normalization.

gap = 1 pixel

Object Window
before Sampling Bag of Patches Object Window

after Sampling

Figure 2: Illustration of dense patch sampling model

Assume that the Epanichinikov Kernel is also applied in
the scale space. If we project the corresponding PDF in
the scale space back into the Euclidean space, the equiva-
lent PDF of the window is shown in Figure 1d. Mean shift
updates the center of window in the scale space as:

∆sc = Cs
∑
s∈Ss(s− sc)∑

s∈Ss 1
. (10)

3. Sparse representation
Similar to other mean shift based approaches, the ob-

ject windows in our approach are also represented by a his-
togram. However, we adopt some techniques which enable
the mean transform to update accurately and efficiently.

3.1. Dense patch sampling

Instead of using the raw pixels, we sample grid patches
from the original object window and regard them as the
basic points for the new object window. Thus, each ba-
sic point in the new object window contains much texture
information. The sampling gap between two neighboring
local patches is only 1 pixel, enabling the accuracy of our
approach to be pixel-wise. An illustration of our sampling
process is shown in Figure 2.

3.2. Dictionary learning

Given the local patches X = [x1, ..., xn] in Rm×n (m
is the length of each linearized patch xi) extracted from the
object window in the first frame, we learn a dictionary D in
Rm×k by solving the `1-sparse coding problem:

D = arg min
D,α

n∑
i=1

(
1

2
‖xi −Dαi‖22 + λ‖αi‖1), (11)



where k denotes the size of our dictionary and λ denotes
the regularization constant. After learning the dictionary,
we can compute the coefficients αi of each local patch yi
extracted from the windows in the subsequent frames as:

αi = arg min
αi

1

2
‖yi −Dαi‖22 + λ‖αi‖1. (12)

Max-pooling is used in our method, thus αi satisfies:

max(αi,j) = 1 && others = 0. (13)

3.3. Histogram representation

After the coefficients are computed, we can compute the
statistical histograms by applying Epanichinikov Kernel in
three spaces. In the location space, h̃l = [hl1, ..., h

l
k] are

computed as:

hlj = Cl
∑
li∈Sl

K
( li − lc

bl

)
αi,j . (14)

In the orientation space, h̃o = [ho1, ..., h
o
k] are computed as:

hoj = Co
∑
oi∈So

K
(oi − oc

bo

)
αi,j . (15)

In the scale space, h̃s = [hs1, ..., h
s
k] are computed as:

hsj = Cs
∑
si∈Ss

K
(si − sc

bs

)
αi,j . (16)

The above bl, bo and bs are the bandwidths used to normal-
ize the x in K(x) to make it in the range of [−1, 1].

3.4. Trivial templates

Trivial templates are very useful when noise occurs or il-
lumination changes. The trivial templates used in [15] will
form an identity matrix I with each column denotes one
trivial template. Such a procedure is accurate but may in-
crease the size of the dictionary too much when the length
of each patch is large. It will severely affect the efficiency
during the learning of the coefficients αi for each patch. Ad-
ditionally, the fact is that noises, illumination changes and
partial occlusions always occur in regions other than in pix-
els. Thus, we assert that it is reasonable to use block trivial
templates rather than pixel-wise trivial templates. The block
trivial templates are shown in Figure 3, where [u, v] are the
size of each region.

After trivial templates are added to the dictionary, the
new dictionary will become:

D′ = [D, T ,−T ] (17)

and it will substitute D in 12. But only the first k ele-
ments of αi will be kept during the subsequent computa-
tions. Through experiments, we have found that such trivial
templates can handle noises, illumination changes and par-
tial occlusions well.

u pixelsv
pixels

u pixelsv
pixels

D T −T︸ ︷︷ ︸
D′

Figure 3: Illustration of block trivial templates

4. Spatial pyramids
The holistic models [15, 6] are robust to appearance

changes but cannot handle the partial occlusions well. On
the contrary, the local models [1] are less affected by partial
occlusions but sensitive to appearance changes. If combin-
ing holistic models and local models together, we can make
it robust to appearance changes and at the same time able to
handle the partial occlusions. The spatial pyramids model
satisfies our requirement. Figure 4 gives an illustration of
our spatial-pyramid-based model. In the first level of pyra-
mids, the object window after sampling is regarded as a unit
and based on which the histograms h̃1 are computed. In the
higher levels of pyramids, the object window is divided into
smaller regions. The number smaller regions in each level
is computed as:

n = 4r−1, (18)

where r denotes the number of levels.
At last, we concatenate all the histograms computed

from different levels of pyramids and form a long histogram
shown asH in Figure 4.

5. Implementation
The whole tracking procedure can be divided into two

parts. The first part is to learn the dictionary for sparse cod-
ing and compute the target histogram for the initial object
window. The second part is to infer the new state of the ob-
ject through candidate histogram in the subsequent frames.
Assume the target histograms and the candidate histograms
are denoted by Ql,o,s and P l,o,s respectively where l, o, s
represent three spaces. Then our goal is to maximize the
Bhattacharyya coefficient between Ql,o,s and P l,o,s which
can be formulated as:

ρ(Q,P) =
∑

u∈{l,o,s}

z∑
v=1

k∑
j=1

√
Quv,jPuv,j (19)
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Figure 4: Illustration of spatial pyramids model

where z denotes the total number of regions from pyramids,
k denotes the size of dictionary.

Taylor expansion is then applied to linearly approximate
the ρ(Q,P). Assume the previous values for lc, oc and sc
are l0, o0 and s0 respectively, then we have:

ρ
(
Q,P(uc)

)
≈ 1

2

∑
u,v,j

√
Quv,jPuv,j(uc)

+
1

2

∑
u,v,j

Puv,j(uc)

√
Quv,j
Puv,j(u0)

=
1

2

∑
u,v,j

√
Quv,jPuv,j(uc)

+
∑
u

Cu
2

∑
ui∈Su

wui K
(ui − uc

bu

)
, (20)

where

wui =
∑
v,j

αi,j

√
Quv,j
Puv,j(u0)

, (21)

and u ∈ {l, o, s}, v ∈ [1, z], j ∈ [1, k]. In the above for-
mulas, the αi,j are computed from equation 12 and 13. We
address that three types of wui where u ∈ {l, o, s} should be
distinguished but not regarded as the same as in [19]. Treat-
ing the three wui as the same is quite inappropriate which
may cause the failure of mean shift.

Finally, the solution to equation 20 can be computed by
applying the mean transform procedure as:

∆uc =

∑
ui∈Su w

u
i (ui − uc)∑

ui∈Su w
u
i

. (22)

The above ∆lc,∆oc and ∆sc can be estimated simultane-
ously, therefore the mean transform is also efficient as the

Algorithm 1: The Procedure of Visual Tracking
Input: The object window in the start frameWstart

Output: Tracked object windows in the following
framesWstart+1...end

1 Sample patches X according to Section 3.1 ;
2 Learn the dictionary D given X according to Section

3.2 ;
3 Divide the object window into pyramids regions

[R1, ...Rz] according to Section 4;
4 Calculate the target histogramsH according to Section

3.3 and concatenating them to form Q;
5 for frame← start+ 1 to end do
6 Use the tracked window in the previous frame as

the initial window Wframe = Wframe−1;
7 for i← 1 to m do
8 Sample patches X according to Section 3.1 ;
9 Divide the object window into pyramids

regions [R1, ...Rz] according to Section 4;
10 Calculate the candidate histogramsH

according to Section 3.3 and concatenating
them to form P;

11 Apply mean transform to updateWframe

according to Equation 22 ;
12 end
13 Update each segment of Q individually;
14 end

original mean shift. After locating the uc, the target his-
tograms are updated as:

Q(k) = (1− β)Q(k − 1) + βP(k), (23)

where β is set to be 0.02 when the similarity between Quv,j
and Puv,j is greater than the threshold, otherwise β is set to
be 0. The whole pipeline of our approach is summarized in
Algorithm 1.

6. Experiment

In this part, we present our experimental settings as well
as the evaluation criteria. Subsequently, we conduct quanti-
tative and qualitative comparisons with other approaches.

6.1. Dataset and comparison methods

In order to evaluate our methods and other methods
thoroughly, we have selected 10 representative sequences
with different challenging properties from the benchmark
paper [18] (http://visual-tracking.net/) and
CAVIAR dataset (http://homepages.inf.ed.ac.
uk/rbf/CAVIARDATA1/). Details about the sequences
are shown in Table 1.

http://visual-tracking.net/
http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/
http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/


ASLA Frag IVT L1APG MTT STRUCK TLD Ours
Car4 1.76 12.44 4.80 3.33 1.84 3.79 22.75 2.09
CarDark 1.19 24.52 1.54 1.30 1.45 1.49 30.88 1.18
David 4.20 39.36 3.60 53.61 27.36 9.70 39.04 5.00
Dudek 8.74 87.06 10.94 9.61 11.10 17.82 31.85 8.27
Faceocc2 22.72 14.17 6.13 9.32 5.90 6.02 17.60 3.93
Singer1 3.85 28.02 12.34 4.60 5.58 13.37 10.57 3.15
Caviar 3.62 19.87 70.59 65.22 61.88 65.06 62.48 3.59
Woman 145.75 110.39 137.71 122.52 130.58 3.36 59.17 3.21
David2 1.64 3.78 1.96 4.06 45.57 2.98 2.47 1.63
Walking2 3.13 57.30 2.63 2.52 2.10 11.96 60.55 4.85
STD 44.76 34.95 44.65 40.49 41.23 18.86 21.41 2.05

Table 2: Results of average center error (pixels). For each sequence, the rank-1st, rank-2nd and rank-3rd results are marked
in red, green and blue respectively. The first row gives all the trackers and the first column shows all the sequences in our
experiment. The last row is the standard deviation of the results for each tracker.

ASLA Frag IVT L1APG MTT STRUCK TLD Ours
Car4 0.86 0.46 0.73 0.77 0.87 0.48 0.61 0.84
CarDark 0.80 0.14 0.84 0.86 0.80 0.86 0.35 0.86
David 0.68 0.29 0.66 0.26 0.36 0.52 0.46 0.72
Dudek 0.77 0.49 0.79 0.77 0.72 0.66 0.60 0.81
Faceocc2 0.54 0.61 0.79 0.68 0.76 0.68 0.57 0.82
Singer1 0.77 0.31 0.47 0.77 0.44 0.35 0.69 0.82
Caviar 0.85 0.42 0.20 0.21 0.20 0.20 0.19 0.86
Woman 0.17 0.24 0.16 0.18 0.17 0.77 0.20 0.71
David2 0.79 0.65 0.75 0.69 0.32 0.71 0.67 0.81
Walking2 0.81 0.27 0.79 0.76 0.80 0.52 0.26 0.78
STD 0.21 0.17 0.25 0.27 0.27 0.20 0.20 0.05

Table 3: Results of average VOC overlap ratio (pixels). The table structure is the same as that of Table 2.

Properties Sequences
Scale Variation Car4, Singer1, Walking2
Orientation Variation Dudek, Faceocc2, David2
Illumination Change CarDark, David, Singer1
Partial Occlusion Faceocc2, Caviar, Woman

Table 1: Challenging properties and the corresponding sequences

The ground truths of most sequences are inherited from
the original datasets while ground truths of some other se-
quences such as dudek, faceocc2 and david2 are annotated
by ourselves taking into account the rotation element. We
have also applied some corrections for sequences such as
car4 and caviar.

We compare our method against 7 recent state-of-art vi-
sual tracking methods: ASLA tracker [11], Frag tracker [1],
IVT tracker [16], L1APG tracker [4], MTT tracker [20],
STRUCK tracker [9] and TLD tracker [12]. All these track-
ers are tested with tuned parameters to achieve their best
performance.

6.2. Implementation details

All our experiments are tested in MATLAB R2010b on
a PC with 3.1GHz Intel Core i5 CPU and 4GB memory.
SPAMS package [14] is applied to learn the dictionary and
solve the `1 minimization problems. In our approach, the
object windows are resized to be 31× 31 pixels and all the
local patches are sampled with the size 16× 16 pixels, thus
in each window we can sample 256 patches. The size of
our dictionary k is selected as 40. Surrounding the initial
object position, about 5 particles are sampled in case of the
abrupt motion of the object. All these settings are kept the
same through all the sequences. Our source code and exper-
imental result are available on the website http://www.
cse.cuhk.edu.hk/˜khwong/demo/cvpr14.

6.3. Quantitative analysis

We have employed two widely used criteria to evaluate
the performance of all the trackers. The first criterion is
the Average Center Error (ACE) which measures the aver-
age distance between the center of tracked object window

http://www.cse.cuhk.edu.hk/~khwong/demo/cvpr14
http://www.cse.cuhk.edu.hk/~khwong/demo/cvpr14
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Figure 5: Tracking results of the trackers in all sequences

and the center of ground truth window. Results of ACE are
summarized in Table 2. The second criterion is the PAS-
CAL VOC Average Overlap Ratio (AOR) which is defined
as SAOR = area(RT∩RGT )

area(RT∪RGT ) . Table 3 presents the results
of AOR. Overall, our method outperforms state-of-the-art
methods in most sequences and can achieve similar perfor-
mance in the remaining sequences.

6.4. Qualitative analysis

Tracking results of all the trackers in ten sequences are
shown in Figure 5. In the following, we give the detailed

analysis on all the sequences and all the trackers according
to the properties listed in the Table 1.

Scale variation: In the Car4 sequence, the object car be-
comes smaller at first and becomes larger afterwards. In
both Singer1 and Walking2 sequences, the scales of the ob-
ject women decrease gradually and becomes less than half
the size of the original objects eventually. Through all these
sequences, ASLA, IVT, L1APG, MTT, TLD and our track-
ers can sense the scale change of the objects and adjust the
window size accurately while Frag and STRUCK trackers
do not perform well in this aspect. However, we do not use



the particle samplings (rather time consuming) like other
methods but use the mean transform to find the scale modes
the objects. Such procedure usually takes less than 5 steps
in our approach, therefore our approach is very fast.
Orientation variation: The object faces in the Dudek,
Faceocc2 and David2 sequences undergo great orientation
variations. Only ASLA, IVT and our trackers can detect
the rotation changes and locate the objects successfully.
The performance of our tracker in these three sequences in-
dicates that Mean Transform can also handle the rotation
problems effectively and efficiently.
Illumination change: In the CarDark sequences, the ob-
ject car suffers from great illumination changes. The Frag
tracker fails to track the object from frame 80 and TLD
tracker also drifts from frame 240. Other trackers can per-
form well in this sequence. In the David sequences, the man
walks from a dark region to a bright region in the room.
The Frag and TLD trackers lose the target from frame 380
and 540 respectively. The L1APG tracker also drifts from
frame 546. The state light varies drastically in the Singer1
sequence. In the frame 126, Frag, MTT, L1APG and IVT
trackers heavily deviate from the object singer. Among all
the trackers, our tracker is the most robust one in this set of
sequences.
Partial occlusion: In the Faceocc2 sequences, the object
face is in turn heavily occluded by the book and the hat.
In the frame 491, only ASLA and our tracker can infer the
accurate location of the object face through partial infor-
mation. But the ASLA tracker drifts off from the frame
531. In the Caviar sequence, the man in black walks from
the leftmost to the rightmost location and he is occluded by
two other people consecutively. From frame 85, most track-
ers drift to the man in red. At last, only ASLA, STRUCK
and our tracker can successfully track the object through
the sequence. In the Woman sequence, nearly half of the
object woman is occluded by the car. From the frame 130,
most trackers start to drift off and at the end only STRUCK
and our tracker can accurately locate the object. The ASLA
tracker can perform well in most cases but very sensitive
to the initializations and not so robust to partial occlusions.
Overall, our tracker can handle partial occlusions very well.

7. Conclusion and discussion

In summary, we propose a robust method for visual
tracking combining techniques of mean transform, sparse
coding and spatial pyramids. The newly proposed mean
transform can model the location change, scale change and
rotation change effectively and efficiently. Additionally, by
merging the holistic model and local model together, the
spatial pyramids model can handle partial occlusions well.
Lastly, the dense patch sampling technique and the trivial
template designing scheme make our method more robust to

noise. The experimental results indicate that our approach
outperforms state-of-the-art methods in many benchmark
sequences.
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