Zhiliang Zeng, Ying Kin Yu, and Kin Hong Wong, "Tracking by recognition using neural network",19th IEEE/ACIS

International Conference on Software Engineering, Artificial Intelligence, Networking and Parallel/Distributed
Computing (SNPD 2018) , Novotel Ambassador Busan, Korea.June 27-29, 2018.

Tracking by recognition using neural network

Zhiliang Zeng*, Ying Kin Yu, and Kin Hong Wong
Department of Computer science and Engineering
The Chinese University of Hong Kong

*E-mail:

Abstract—Vision-based object tracking is a challenging prob-
lem. In the tracking process, the object is usually first recognized
in a given image. Then a bounding box is used to describe the po-
sition of the target object. Normally, a vector [z, y, width, height]
is adopted to represent the bounding box. Under this viewpoint,
the tracking problem can be treated as a regression problem
if we handle the image sequence frame by frame. Due to the
recent advancement in machine learning, many researchers apply
neural networks to solve the visual tracking problem. This greatly
improves the accuracy of bounding box prediction. Actually, the
neural network based approaches are more suitable for end-to-
end systems. In this paper, we propose to train and use a single
neural network to tackle the tracking task. With the cropped
candidate image patch as the input to the network, the output
is the bounding box that indicates the target position. In our
network, we first have a mask map to identify the target. It
is a binary image and is divided into two classes. The positive
class denotes the foreground while the negative class denotes the
background. The mask map is then used for the estimation of the
bounding box vector. The task now becomes an image mapping
problem. We have achieved a good balance between accuracy
and computational efficiency. Our tracker can reach an average
speed of 178 frames per second(fps) and a maximum of 334 fps
in the OTB benchmark.

I. INTRODUCTION

Visual object tracking is challenging and also one of the
most important components in computer vision. Given a
sequence of images, the goal of a tracking algorithm is to
recognize the target from the background and then locate its
positions in the video frame by frame. To represent the location
of the target object, one can use a bounding box, which is
a vector denoted by [z,y,w,h] or [y,z,h,w|. Here, (z,y)
represents the position and (w, h) represents the size of the
bounding box.

Although the visual tracking problem has been explored
for many decades, it still remains a difficult task because
the appearance of the target may change overtime. To better
recognize the target, early work relies on predefined features
to describe the object, for example TLD in [1!]. Some non-
neural network based methods also make use of the predefined
features like KCF in [9]. However, the appearance may change
dramatically due to deformation, illumination variations or
occlusion. In addition, the creation of predefined features is
dependent on human experience. It turns out that this kind of
features cannot represent the target object well.

Due to the recent progress on using neural networks to
solve computer vision tasks, such as edge detection [14] [25],
image classification [19] [12], object detection and seman-
tic segmentation [7] [15], and saliency detection [22], the

zlzeng@cse.cuhk.edu.hk

neural network demonstrates its great ability to extract high-
level features. Many researchers proposed to replace the
user-defined features with high-level features in visual track-
ing and achieved significant improvements on the perfor-
mances [2] [0] [10] [13] [21] [16] [17] [20] [5].

The state-of-the-art neural networks are able to achieve high
accuracy in predicting the bounding box vector. However, a
huge volume of data is required to train the networks. They
are usually not available in the visual tracking problem. To
address this issue, MDNet [17] uses a large number tracking
video sequences as the training data to train the network.
Unfortunately, the large dataset increases the training time
tremendously. So the most recent neural networks require
much more time to train before it can be applied to track-
ing. Since the neural network is originally designed for the
classification problem, many neural network based methods
handle visual tracking as object classification, for examples
MDNet [17] and SANet [5]. To get the final bounding box
prediction, an additional regression model is required to be
trained to convert the prediction into a bounding box vector.
This is the well-known bounding box regression method
proposed in [7].

With the success of VGG [19] and AlexNet [12], the
neural network has already demonstrated its ability to solve a
regression problem. It is able to convert an image matrix into a
vector that encodes the class information. Neural network can
also be used to perform pixel-wise classification [ 5], which is
a kind of image mapping problem. In this paper, we devise a
neural network that convert an image into mask map to tackle
the visual tracking problem. An overview of our approach is
shown in Fig 1.

In our method, cropping is first applied to produce the
candidate input patch, which consists of the target and some
background context. Then we convert the bounding box vector
into a mask map. The mask map is the labels of our network.
During training, we first train the network to be a pixel-wise
binary classifier using the input patch and mask map. After
training, the network should have the ability to convert one
image patch into a desired mask map. We then compute a
new bounding box vector based on the predicted mask map.
To refine the new bounding box vector, which is enclose it to
the target bounding box, a bounding box regression method is
used to update the predict vector.

Our paper is organized as follows. Section 2 discusses
the background of our work. In Section 3, the theory and
design methodology are described. The implementation details
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Fig. 1. Here is an overview of our training procedure. We first crop the candidate patch from the original image as input. With the initial bounding box

vector, we create a mask map. To refine the mask map prediction, we combine the saliency prior computed by RBD [

we use a sigmoid cross entropy loss to supervised the fuse feature.

and experimental results are illustrated in Section 4. The
conclusion is found in Section 5.

II. RELATED WORK

The problem of visual object tracking has been extensively
studied [18]. Existing tracking algorithms can be divided into
two categories. One is non-neural network based methods.
Some examples are the correlation filter in [9] and the machine
learning method in [11]. Most of them, on the other hand, are
built based on neural networks. They are embedded with high-
level features extracted by the network in their systems. Here,
we focus our review on this kind of visual trackers.

The predefined features are unable to describe the target
object well during the whole tracking process because its
appearance may change overtime. Researchers applied neural
network to visual tracking so as to use high-level features
to represent the target object. A number of methods in
[6] [23] [13] have been proposed to tackle the visual tracking
problem using neural networks. However, all these methods
suffer from the same problem that they are lacking of training
data. To address this issue, transfer learning has been applied
in [2] [10] [16] [21]. The networks that are pre-trained on
other large-scale image classification dataset are transferred
to handle the visual tracking problem. Even with insufficient
training data, the model can still extract good features to
represent the target to maintain the accuracy.

] with the network prediction, then

However, the features extracted from image classification by
transfer learning are not perfect for the visual tracking applica-
tion due to the fundamental differences between two distinct
tasks. To solve this problem, Nam annd Han [17] proposed
to use a large number of annotated video sequences to train
the network. They also adopted multi domain learning [3] to
improve the feature extraction performance.

Actually, target tracking is a sequential problem but the
convolutional network structure, which is originally designed
for object recognition, cannot capture any temporal relations
of features among image frames. Another network structure
known as recurrent neural network (RNN) [4] is designed
to learn the temporal information. Recently, Fan and Ling
proposed the SANet [5] to embed the RNN structure into
the convolutional layer. SANet uses RNN to separate objects
from similar distracters of intra-class [5]. Indeed, SANet does
not really exploit the temporal information to improve the
prediction results.

The state-of-the-art networks focus on improving the predic-
tion accuracy, such as MDNet [17] and SANet [5]. These net-
works can achieve a precision of 0.948 and 0.95 in OTB2013
benchmark. However, they are not computational efficient and
are unable to run in real-time. In this paper, we attempt to
speed up the algorithm with a little tradeoff in the tracking
precision. We explore a simple network structure based on
classical VGG [19] network to extract the features. We append
the dilated convolutional layers at the end of our network so



that we can better capture the target by the mask map, we can
get a bounding box vector based on the high activate region
of the mask map, then an bounding box regression model is
used to refine the extracted bounding box vector. Even without
exploiting temporal information in a video sequence as in the
SANet, we can still get an accurate result using the tracking
by recognition framework.

III. THEORY

Some previous solutions for the image classification prob-
lem [19] [12] show that neural network is good at handling
the regression problem. Neural network is also suitable to
learn a mapping between two images [15]. Inspired by these
researches, we devise a neural network that do the image
mapping to tackle the visual tracking problem.

To achieve the goal, we first construct a mask map, which is
a binary map, from the bounding box vector. One denotes the
positive class while zero represents the negative class. It is then
used as an image label. To improve the accuracy of trained
network, cropping is applied to reduce the complexity of the
background, combining the saliency prior to better capture the
target location and size. We build a network consisting of three
convolutional layers to perform feature extraction and image
mapping. After acquiring the predicted mask map, it is used
to estimate the bounding box vector.

The whole process is made up of two phases. Firstly, the
network is trained using the first image given the bounding box
vector, which represents the selected target. After training, the
network is ready to produce the mask map with the following
image frame that encodes the location and size of the target
object. In the tracking phase, we use the previous bounding
box vector to crop the next frame to acquire the input image,
which is then fed into the pre-trained model in phase one.
A proper mask map is generated and is used to estimate the
bounding box vector, then a bounding box regression model
is used to refine the bounding box vector. Since the pipeline
is relatively simple, it is computational efficient in both of the
training and tracking phase.

A. Producing the candidate patch

Image cropping is applied to produce a candidate patch at
the beginning of the tracking process. The candidate patch is
then input to our network. The reason for using an image patch
as input rather than the whole image is that the target usually
occupies a small region in the original image. Recognizing the
target in a such a situation is more difficult and require more
computation time. On the other hand, if we first crop a patch
of image that contains mainly the target and a little portion of
the background, the complexity of recognizing the target can
be greatly reduced. We only require to distinguish the target
from the background without explicitly locating the target in
a small part of the original image.

The cropped region in the current image frame is predicted
based on the bounding box vector in the last frame. We assume
that the target motion is relatively small. The location of the
target in the next frame is not far away from its last bounding

box position. To make sure that the candidate patch contains
the target and some background context, a scalar value is
applied to enlarge the bounding box area. In this way, the
desired image patch can be extracted.

The details of our method is as follows. We first assume to
have an initial bounding box vector, i.e. [x,y,w, h|. We use
equation 1 below to compute the cropping area.

crop_width = o X w 0
crop_height =0 X h
Here, o is a scalar used to increase the size of the cropping
area. Since it is easier to handle input of the same size in a
neural network, the bilinear resize method is applied to resize
the cropped image patch. The resized image has a size of
[batch_size, height, width, channel], which is [1 x 128 x
128 x 3] in our experiment.

B. Combind saliency prior

Since we use a shallow network here, to better train the
network, we also try to combined with saliency map. We use
RBD model [26] to extract the saliency map as prior and feed
it into the network, combinding the network prediction and the
saliency prior, then we append two context layer to refine the
fuse map, after refined, the new predict mask map will better
capture the target location. Based on the target location in the
mask map, we update the previous bounding box, which mean
we replace the [z, y] of the previous bounding box with current
target location, so that the updated bounding box enclose the
target capture by the mask map.

C. Bounding box regression

The bounding box regression model is first introduced in the
object detection problem [7]. It has been extended to visual
tracking tasks [17] [5], in which the bounding box is refined
to tightly enclose the target. We use exactly the same training
method which proposed on [7].

The difference from the one in [7] in a way that our
network does not require any region proposal to enclose the
given ground truth. Instead, we make use of the updated
bounding box predicted from the last frame and is described
in equation 2 below.

ph=pl "t xaL+pl7! ©)

py=p " x4t 3)

ply = pl ! x exp(ar) )

p=ph ! x exp(ar) 5)

Here, P/~ = [p/ ™' Jwhere i = x,y,w,h] denotes the

predicted bounding box vector from the last frame indexed
by f — 1. z; denotes the feature from the last layer of the
network. No activation function is applied on feature xr. So
it is still a linear regression problem from equation 2.
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Fig. 2. Precision plots showing the evaluation results of our method compared to the others. SNT is the shortform of our algorithm. We choose the performance

scores in the Precision Plots of OPE at the location error threshold of 20.

D. Network Structure

Our neural network contains three convolutional layers
as the feature extraction part. It is similar to the previous
approaches in [17] [5]. The task to convert an image patch
into a mask map in our network is relatively simple. It does
not require too many neurons to achieve the goal or otherwise
it is a waste of computation resources. The previous networks
contain two [5] or more fully connected layers [17] However,
the fully connected part has more free parameters to be
computed than the convolutional layers. This in turn increases
the network storage requirement. Our network is used to
predict mask map, to make the network more computational
efficient, we don’t use any fully connected layer. This is a
tradeoff between speed and accuracy.

E. Fuse loss

In our network, we have to compute two loss values to
optimize the network towards ground truth. For image map-
ping, we use the classical sigmoid cross entropy loss function
to compute the loss value as expressed in equation 6. For
the refining part, we also use the sigmoid cross entropy loss,
but the input feature is combinded with prior map, which is
expressed in equation 7.

['mapping = —m:- log(ZL)

—(1=m)-log(l — zr) ©

Here, m denotes the mask map label. zj represents the
output from the last convolutional layer of the network.

Erefine = —m:- lOg(ZLQ)
— (1 =m)-log(1 — (z12))

Here, zr2 = o((z1 + rbd_prior),0), combined with the
saliency prior computed by RBD model, then feed it to the
dilated convolutional layer, which represented it as function
o(+), 0 denoted the parameters, to refine the final mask map
prediction.

Our final loss function is shown in equation 8.

)

['final = ﬁmapping + Erefine (8)

IV. EXPERIMENTS AND RESULTS

A. Implementation details

The proposed method was implemented in Python based
on tensorflow framework [1]. We used three convolutional
layers for feature extraction and each convolutional layer
was appended with one maximum pooling layer to reduce
the image resolution. The learning rate was initialized as
le — 3. We adopted the training data from the popular OTB
benchmark [24]. There are totally 100 video sequences. To
simplify the training procedure, we made use of the first video
frame for training and the bounding box vector as the label.
The major difference of our network and the state-of-the-art
methods, such as SANet [5], MDNet [17], is that they used
the whole image sequence for training to try to achieve the
highest model accuracy. On the other hand, we only adopted
the first frame of these video footages, i.e. 100 frames, in the
training stage to maximize the computational efficiency.

B. Evaluation results on OTB benchmark

Precision plots are shown in figure 2 to compare the results
of our tracker with other existing methods. Since our goal
is to optimize the computational efficiency, the accuracy of
our tracker was not as good as some of the state-of-the-art
techniques. The proposed algorithm still performed better than
a number of traditional methods. We can conclude that we
have achieved a good balance between precision and speed.

When performing a forward pass to track a specific target,
our approach was able to achieve an average of 178 frames per
second (fps). Our method could reach a maximum frame rate
of 334fps for some cases in the OTB dataset [24]. Note that
we also try to combine a saliency prior which is computed by
RBD model [26] to refine the mask map, since the RBD model
is not a real time model, so the efficiency will reduce to i fps.
Methods like MDNet [17], SANet [5] and BranchOut [8] were
indeed very slow. They could hardly operate at a speed over



1fps as reported in the literature. This is actually a tradeoff
between algorithm speed and accuracy.

V. CONCLUSION

We present a vision-based object tracker with a simple
neural network architecture in this paper. Here, we mainly
concentrate on the improvement of computational efficiency
on tracking rather than the prediction accuracy. This is dif-
ferent from the goal of previous researches that make use of
convolutional neural networks. Beside the simple structure,
a small dataset is adopted to reduce the training time. This
is actually a tradeoff between algorithm speed and accuracy.
We have achieved an average image frame rate of 178fps.
Although our algorithm underperformed the state-of-the-art
methods in the literature, it was still more accurate than a
number of traditional approaches. In the future, we will further
improve the precision by limiting the computation time.
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