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Abstract—In this paper, we propose a hand-held mobile pro-
jection system that can freely project keystone free content on
a general flat surface without any markings. Such a projection
system can give the user great freedom of control of the display
such as viewing angle and distance without suffering from
distortion. We attach a camera to the projector to form a stereo
pair. The correction of the display content is then achieved by
rectifying the projection region of interest into a rectangular
region and pre-warping the display content. Experimental results
show that our system can continuously project distortion free
content in real time with reasonable precision.

Index Terms—Projector, mobile projection, calibration, key-
stone correction

I. INTRODUCTION

AS technique advances, the size of projectors is shrink-
ing quickly, which incubates the appearance of mobile

projectors or mobile devices with embedded projector. These
mobile projection devices provide us with highly enhanced
viewing experience, through which our eyesight will no longer
be limited in a small screen, nor will it be confined within a
narrow angle. For example, using a digital camera with a pro-
jection module on it, we can shoot a picture and immediately
project it in front of us to share with our friends, without
having to ask them to stare at the small screen on the camera.

The promising future of mobile projection is so obvious.
However, a big obstacle of its being widely used is an inherited
limitation of projectors known as keystone distortion: when we
project an image onto a screen at oblique positions, the pro-
jection region will become a trapezoid instead of a rectangle.
This kind of distortion gives the user an unpleasant experience
and the correction of it becomes a stringent need, especially in
a mobile scenario where the mobile projector may be moving
continuously. In this scenario, a good keystone correction
method should be equipped with the following features: first,
screen independent; no specially designed or position-fixed
screen should be required, i.e., the user can project on any
normal flat surface; second, continuous processing in real
time; since the pose of the projector is not fixed, continuous
correction instead of one-time correction is expected to be
performed in real-time for the best of user experience.

Motivated by this, we propose a method which can continu-
ously correct the distortion and display the content of interest
in a rectangular area on a markless screen. The only additional
device used is a webcam attached with the projector (see
Fig. 1), which is quite natural since we are observing more

(a) (b)
Fig. 1. (a) Hand-held projector keystone correction. (b) The mobile projector
attached with a webcam in our prototype.

and more mobile devices with both embedded projector and
camera recently. Our method first recovers the 3D projection
region. After that, we look for an inscribed rectangle in it
and pre-warp the original display image so that it will be
projected into this rectangle. While the projector is moving, the
system keeps detecting the projection region and warping the
projection content. As a result, the user can enjoy a keystone
free viewing experience no matter how he or she moves the
projector.

Our method is specially designed for markless mobile
projection, which is different from existing approaches con-
centrating on one-time correction for static projectors. For
example, Sukthankar et al. [1] proposed to correct keystone
with a fixed camera-projector pair by using homographies
among the projector, camera and screen. However, in their
proposed method, a fixed screen is needed, and the correction
algorithm relies on detecting the screen boundary. This method
is not suitable for mobile projection since blank surfaces
(walls, floors etc) without boundaries or markings are usually
used as the projection surface of mobile projectors. Raskar
et al. [2] proposed a correction method without requiring
boundary or markings on the screen. However, their algorithm
requires a full calibration and use of the intrinsic and extrinsic
parameters of the projector and camera. The complexity and
high computation cost of the algorithm prevents it from being
widely used in mobile projection applications. Li et al. [3]
proposed an efficient keystone correction method in which not
only keystone correction but also auto zooming and screen
fitting are achieved. However, this method still requires a
bounded screen. To sum up, existing methods are not suitable
for our markless mobile projection purpose.

The remainder of the paper is organized as follows. In
Section II, we give an overview of the proposed method.
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Fig. 2. The keystone correction flowchart.

The technical details are described in Section III, IV, V.
Experimental results are given in Section VI. We conclude
the paper in Section VII.

II. SYSTEM OVERVIEW

Our method is an integration of three modules, the calibra-
tion module, the tracking module, and the correction module.
The calibration module is an one-time module, which finds the
relationship between the projector and camera. The tracking
module takes the camera capture as input, and tracks the
projection region in camera. Based on the calibration result and
the tracked projection region, the correction module rectifies
the keystone distortion. The work-flow of the system is shown
in Fig. 2. In following sections, we describe each module one
by one in detail.

III. PROJECTOR-CAMERA PAIR CALIBRATION

We use a calibrated camera with known intrinsic parameter
matrix. In order to correct the keystone distortion, we need to
calibrate the geometric relationship between the projector and
camera. Traditional calibration methods for static projector-
camera system usually estimate a projector-camera homogra-
phy to represent the relationship. However, it is not suitable
for a mobile projection system since the projector may be
moving in this kind of system. The changing relative position
between the projector and screen makes the projector-camera
homography change accordingly. Hence, we should calibrate
a fixed relationship between the projector and camera which
is independent from the motion of the projector. Our solution
is to find the projection matrix from the camera coordinate to
the projector image.

In ideal situation, the projective model of a projector is
similar to the camera model except for the projection direction.
The projection from a 3D world point to the 2D projector
image pixel is also via a 3×4 perspective projection matrix. So
for each 3D point Xc(x, y, z) in the camera coordinate system,
it relates its corresponding projector image pixel xp(u, v) by
a projection matrix G:

sx̃p = GX̃c (1)

where x̃p, X̃c are homogeneous coordinates, s is a scale factor,
G is the projection matrix describing the intrinsic parameters
of the projector and the relative pose between the projector
and camera:

G =




g11 g12 g13 g14

g21 g22 g23 g24

g31 g32 g33 g34




(2)

An explicit calibration like [2] involves estimating all the
intrinsic and pose parameters, which is complicated and not
easy to obtain a stable result. However, in our system, owing
to our novel keystone correction algorithm, we do not need
to estimate all these parameters explicitly, but simply estimate
the projection matrix G.

A simple method proposed in [4] is employed to estimate
the projection matrix, the main idea of which is to collect a
number of correspondences between the projector and cam-
era. An ordinary cardboard with known size is used as the
calibration object. The user holds the cardboard and freely
moves it in front of the camera. At the same time, a cross
with known position is projected onto the cardboard. The
calibration module automatically detects the cardboard and the
cross in the camera. The 3D positions of the cardboard and
the cross in the camera coordinate are then easily calculated
via Zhang’s method [5]. In this way, a 3D-2D correspondence
is obtained. The projection matrix is then estimated based on a
number of such 3D-2D correspondences using Singular Vector
Decomposition (SVD).

IV. PROJECTION REGION DETECTION AND TRACKING

To facilitate the detection of projection region, we add a
green frame with full size of projector screen to the projection
image. The whole detection process can be divided into two
stages. In the initial stage, we detect a quadrangle fulfilling
several criteria as the initial position of the projection region.
After that, we track its position in the subsequent frames. The
tracking process is introduced so as to obtain a smooth and
coherent result.
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A. Detection

The detection is performed on the edge map obtained by
Canny edge detector. We use Hough Transform line detector
to extract a set of line segments, and then test which four
segments form a desired quadrangle with following criteria:
(1) each side of the formed quadrangle should be longer than
a threshold; (2) opposite sides should have similar lengths; (3)
each angle should be within the range from 30◦ to 150◦; (4)
the overlapping ratio of the line segments to the four sides of
the formed quadrangle should be bigger than a threshold; (5)
the quadrangle is located nearly in the center of the camera
image. If a quadrangle satisfying all the criteria is detected,
we regard it as the initial projection region and proceed to the
tracking process.

B. Particle Filter tracking

From the detection result, we have obtained the 2D positions
of the four corners of the projection region. A direct way is
to track the four corners in the subsequent frames. However,
there would incur redundancy in the tracking state since the
projector camera pair is actually dominated by a homography:

sx̃p = Hx̃c (3)

where H is the homography matrix from the camera to the
projector, xp is the corner of the projector screen, xc is the
corner of the projector region in camera. According to, H is
further expressed as:

H = J[R− tnT

d
]K−1 (4)

where J is the intrinsic parameter matrix of the projector, R
and t are the rotation and translation of the camera relative
to the projector, n is the normal of the screen relative to the
camera, d is the distance of the screen from the camera, K
is the intrinsic parameter matrix of the camera. From Eq. (4),
we can see that the projector-camera homography is actually
ruled by n and d. So we can track n and d instead of four
corners:

s = [nT, d] (5)

The number of state parameter is accordingly reduced from 8
to 3.

1) dynamic model: Since the projector is moving in free
motion, a simple random walk model based on an uniform
density U about the the previous state is used. The variable e
represents the uncertainty about the movement of the projector.

p(sk|sk−1) = U(sk−1 − e, sk−1 + e) (6)

2) observation model: To evaluate the likelihood of each
particle, we first re-project the sphere to the camera image
plane according to the [nT, d] represented by the particle. The
re-projection is done according to Eq. (4). Though we do not
calibrate the projector parameters explicitly, i.e, we find G
instead of J, R, t, it is still feasible the re-projection. We
reformulate Eq. (4) to Eq. (7):

H = [JR− JtnT

d
]K−1 (7)

Then, JR and Jt can be obtained from G:

[JR,Jt] ∝ [G3×3,G3×1] (8)

where G3×3 means the first three columns of G, G3×1 means
the last column of G. In this way, we can obtain a homography
matrix. The the projector screen is then back-projected to the
camera image by the inverse homography matrix:

sx̃c = H−1x̃p (9)

After re-projecting the quadrangle, we evaluate the particle’s
likelihood of being the desired one by checking how many
edge points are on the four sides of the quadrangle. The
checking is performed along each side for every 5 pixels. If
there is an edge point whose perpendicular distance to the
side is within 5 pixels, we consider that the side has an on-
edge point. The likelihood of that side is then assigned as
the proportion of on-edge points among total points on that
side, and the likelihood of that quadrangle is the sum of the
likelihoods of all four sides. After all candidate quadrangles
are evaluated, we choose the candidate position with the
maximum likelihood as the final result of current frame.

3) Initialization: The detected quadrangle is used to ini-
tialize the particle filter. We reconstruct its 3D position in the
camera coordinate system using the method in Section V-A. Its
normal and distance to the camera are calculated accordingly.
They are used as the initial state of the particle filter.

The proposed tracking algorithm is working well owing to
the fact that the relationship between the projector and camera
are fixed, which makes the projection region appear nearly
rectangular in the camera; moreover, its movement is limited
to several routes (translating, scaling, and skewing) within a
small range.

V. AUTOMATIC KEYSTONE CORRECTION

The correction algorithm contains four steps. As shown in
Fig. 2, we first detect the full screen projection region of the
projector in the camera image. Second, the 3D position of
the projection region is recovered based on the 2D detection
result. Third, we look for an inscribed rectangle inside the
3D projection region. Finally, the original projection image
is pre-warped so that it will be projected into the inscribed
rectangle on the screen. This process repeats for each frame
of the camera video during the movement of the projector.

A. Recovering 3D projection region

Having obtained the 2D camera position of the projection
region, we proceed to recover its 3D position in the camera
coordinate system. Based on the calibration result of the
projector-camera pair, for each corner of the projection region,
we can recover its 3D location from its corresponding pixels
in the camera and projector image. In the projection image, the
four corners are easy to obtain according to its resolution, and
we have observed that no matter how we move the projector-
camera pair, the orientation of the projection area viewed by
the camera does not change. So the correspondence between
the quadrangle corner in camera and projector is easy to
establish.
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Supposing that the 3D coordinates of the four corners
of the projection region to be solved are Xc

i , i = 1 . . . 4
respectively, they and their 2D positions in the camera xc

i (u, v)
and projector images xp

i (α, β) should satisfy Eq. (1) and the
projection equations of the camera in Eq. (10):

λx̃c = KXc (10)

K =




k11 k12 k13

k21 k22 k23

k31 k32 k33


 (11)

where λ is a scale factor, and K is the intrinsic parameter
matrix of the camera. Each projection equation can be re-
arranged into two linear equations. Hence, there are totally
4 linear equations with 3 unknowns (3D coordinate of the
corner). A least square solution can be obtained by SVD.

However, the SVD solution cannot guarantee the coplanarity
of the four corners since they are solved separately. Geo-
metrically, four coplanar points should satisfy the following
condition:

−−−→
Xc

1X
c
4 · (

−−−→
Xc

1X
c
2 ⊗

−−−→
Xc

1X
c
3) = 0 (12)

Directly incorporating the condition into Eq. (1) and Eq. (10)
will result in a nonlinear equation that is difficult to solve.
Instead, we carry out a post refinement to the SVD solution,
which minimizes the sum of back-projection errors in the
camera and projector, plus the coplanarity constraint:

4∑

i=1

‖ui − kT
1 Xc

i

kT
3 Xc

i

‖2 + ‖vi − kT
2 Xc

i

kT
3 Xc

i

‖2

+
4∑

i=1

‖αi − gT
1 X̃c

i

gT
3 X̃c

i

‖2 + ‖βi − gT
2 X̃c

i

gT
3 X̃c

i

‖2

+ ω‖−−−→Xc
1X

c
4 · (

−−−→
Xc

1X
c
2 ⊗

−−−→
Xc

1X
c
3)‖2 (13)

where kT
1 ,kT

2 ,kT
3 are three row vectors of K, gT

1 ,gT
2 ,gT

3

are three row vectors of G, ω is a weight. Taking the SVD
solution as initialization, we use the Levenberg-Marquardt al-
gorithm [6] to minimize the above function. The optimization
stops if a pre-defined accuracy of coplanarity is reached. Since
the SVD solution is already close to coplanarity, the above
optimization stops within a few iterations.

B. Looking for inscribed rectangle

Next, according to the obtained 3D positions of the quad-
rangle’s corners, we look for an inscribed rectangle inside the
quadrangle whose top side resides in that of the quadrangle.
Then the inscribed rectangle is exactly where we expect the
projection image appears on the screen finally. Unlike [2]
which uses tilt sensors to align the rectangle in horizontal,
our method does not have to do so. The projection region of
interest can be adjusted to the most suitable viewing direction
by the user, making it the best choice in a mobile scenario.
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Fig. 3. The distribution of back-projection errors.

C. Pre-warping projection image

By substituting the four corners of the rectangle computed
in the previous step into Eq. (1), we can obtain their corre-
sponding points in the projection image. The region enclosed
by the four points then becomes the effective projection region,
and correcting the keystone effect is done by warping the
original display image into this region. To perform the pre-
warping, we use a similar homography mapping as in [2]
to map the original display image into this effective region.
The homography can be calculated from the correspondences
between four corners of the effective region and the original
display image.

VI. EXPERIMENTAL RESULTS

A prototype system is built according to our proposed
method. The testing platform is a computer installed with a
2.16GHz dual core processor and 1GB memory stick. The
projector-camera pair is comprised of a Optoma mobile pro-
jector with resolution of 1280×1024 and a Logitech Quickcam
Pro 4000 webcam with resolution of 320× 240.

A. Projector-camera calibration

A cardboard with size of 200× 150 mm is used to collect
correspondences. By changing the position and orientation
of the cardboard, totally 42 correspondences are collected
to estimate the projection matrix. In order to compensate
detection error of the cross and obtain a stable solution, we
use a RANSAC estimation scheme in our algorithm. For each
run of RANSAC, we randomly select 6 correspondences to
estimate the projection matrix. The estimate with most inliers
is then accepted as the final result. The accuracy of the
estimated projection matrix is measured by the distribution
of the back projection error, which is the percentage of
the points with back-projection error below some pixel level
(inliers). The evaluation is conducted on another stand-alone
correspondence set. The error distribution is shown in Figure.
The back-projection error corresponding 80% inliers is 2.8
pixels. It is an acceptable accuracy for our general projection
application.

B. Projection region tracking

To evaluate the performance of the particle filter tracking of
the projection region, we synthesize a random motion trajec-
tory of the projector relative to a virtual wall. The projector
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Fig. 4. The recovered trajectory of the projector.

screen is projected onto the wall and then back-projected to
the camera, with a standard deviation 2 gaussian noise added.
A video sequence of 320 frames containing different poses
is created. We run our algorithm on the synthetic video and
evaluate the error between the tracked quadrangle and the
synthetic ground-truth. Table I lists the mean and std error.

The tracking performance on real data is also tested. A
video sequence of 260 frames containing free movements is
recorded to evaluate the tracking accuracy. We manually label
the position of the quadrangle, and evaluate the error between
the tracking results and the manually labeled positions. The
mean and std error are listed Table I. We also recovered
the trajectory of the projector, as shown in Figure 4. From
the experiment, we can see that the algorithm can track the
projection region with good accuracy and robustness in both
synthetic and real scenarios.

TABLE I
ACCURACY OF THE TRACKING WITH TWO CONFIGURATIONS

mean (pixels) standard deviation (pixels)
synthetic 2.8 2.9

real 3.4 4.0

C. Keystone correction

In our experiment, the user casually poses the projector-
camera pair and project an image on an ordinary flat surface.
It can be clearly observed that the projection content of interest
resides in a rectangular area, as shown in Fig. 5. When the
user moves the projector around and freely adjusts its pose,
our system can still effectively correct the keystone distortion.
More results can be found in the supplementary video (or also
can be watched online at : ).

D. Speed

Our system can achieve a frame rate about 16 fps in our
platform. The per-frame processing time is about 60 ms. The
pre-warping step occupies most of the time (about 45 ms)

Fig. 5. Some projection results during the moving projection process.

due to the large resolution of projection image. With a small
projection resolution, the processing time will be dramatically
reduced, making our method fast enough for a real time
application.

VII. CONCLUSION

In this paper, a camera-projector pair is employed to build a
mobile projection system with continuous real-time keystone
correction. Since our calibration method and correction mech-
anism are screen independent, no special display screen is
needed for our system and the user can freely project the
content onto where he or she likes. Mobility is the most
distinguishing feature of our system, while experiment result
has also proved its accuracy and real-time processing capac-
ity. As a result, our prototype system is especially suitable
for products like integrated camera-projector pair or mobile
phones with camera and projector on it.
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